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#### Abstract

The quadratic stable set problem (QSSP) is a natural extension of the wellknown maximum stable set problem. The QSSP is NP-hard and can be formulated as a binary quadratic program, which makes it an interesting case study to be tackled from different optimization paradigms. In this paper, we propose a novel representation for the QSSP through binary decision diagrams (BDDs) and adapt a hybrid optimization approach which integrates BDDs and mixed-integer programming (MIP) for solving the QSSP. The exact framework highlights the modeling flexibility offered through decision diagrams to handle nonlinear problems. In addition, the hybrid approach leverages two different representations by exploring, in a complementary way, the solution space with BDD and MIP technologies. Machine learning then becomes a valuable component within the method to guide the search mechanisms. In the numerical experiments, the hybrid approach shows to be superior, by at least one order of magnitude, than two leading commercial MIP solvers with quadratic programming capabilities and a semidefinite-based branch-and-bound solver.
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## 1. Introduction

A stable set is a pairwise non-adjacent subset of vertices in a graph and defines a fundamental structure in discrete optimization. Classical problems associated with stable sets, such as the maximum stable (or independent) set 5 problem, have been extensively studied in the optimization literature and arise in applications such as social networks [1], data mining [2] and computational biology [3], to name a few. We refer to Wu and Hao [4] for a survey of existing methodologies and other applications.

Of growing interest in the optimization community is the quadratic stable set instances of up to 30 vertices.

The QSSP can also be formulated as a binary quadratic problem (BQP) and addressed via non-linear solvers. In this context, Furini and Traversi [10] develop a semidefinite programming (SDP) relaxation that is used as a bounding 25 mechanism in a branch-and-bound search, solving instances with up to 100 vertices. In a related approach, another generic methodology for solving the QSSP is BiqCrunch [11], a state-of-the-art semidefinite-based solver which has solved instances having up to 150 vertices. The QSSP was also used as a benchmark in a computational study of different linearization techniques for BQPs [12] using

30 a MIP solver, demonstrating that current generic methodologies are still lim-
ited to graphs with 150 vertices. Nevertheless, leading commercial MIP solvers incorporate flexible quadratic programming (QP) capabilities that allow to directly tackle the BQP formulation of the QSSP through nonlinear programming (NLP) based branch and bound. Such an alternative is worth being considered 35 as another benchmark for this problem.

In this paper, we propose a novel QSSP solution approach based on decision diagrams (DDs). The theory and practice of DDs for optimization has been gradually established as a fruitful research area in operations research [13]. A variety of stand-alone methodologies, decomposition approaches, and integrated techniques based on decision diagrams contributed to novel state-of-the-art methods in a large array of applications $[14,15,16,17,18,19]$. In particular, decision diagrams have been effective for non-linear integer optimization problems [20,21] as they provide a discrete type of relaxation which can be leveraged as an alternative bounding mechanism.

Our exact methodology exploits the strength of both DD-based relaxations and QP capabilities in MIP technology to solve the QSSP more efficiently. Specifically, we model and solve the QSSP via a hybrid approach which integrates binary decision diagrams (BDDs), MIP, and machine learning, following the generic framework proposed in [15]. The hybrid BDD-MIP algorithm is based on a BDD-based search mechanism that branches on underlying equivalent classes of variable assignments, here represented as states in a dynamic programming reformulation of the problem. We describe a novel BDD representation for the QSSP and highlight the flexibility of the decision diagram modeling framework to deal with quadratic problems. We also remark how the hybrid approach leverages two different representations of a problem in a collaborative framework.

Moreover, supervised learning plays an important role within the hybrid approach to guide the exploration of the solution space. In our algorithm, we use traditional machine learning to train a classifier which dynamically se-
${ }_{60}$ lects whether a branch should be explored either by MIP or BDD technology. We present computational experiments using the proposed BDD-MIP
algorithm and compare its performance against general-purpose approaches; namely, two leading commercial MIP solvers with QP capabilities and, a competitive semidefinite-based solver. Numerical results show that the BDD-MIP can significantly outperform such solvers in existing benchmarks.

The remainder of the paper is organized as follows. Section 2 defines the quadratic stable set problem and introduces relevant notation. Section 3 presents the decision diagram representation for the problem, which relies on a novel dynamic programming reformulation of the problem. Section 4 describes the hybrid BDD-MIP optimization approach adapted for the QSSP. Finally, the experimental evaluation is presented in Section 5, while Section 6 contains concluding remarks.

## 2. The Quadratic Stable Set Problem

Let $\mathcal{G}:=(\mathcal{V}, \mathcal{E})$ be an undirected graph where $\mathcal{V}:=\{1, \ldots, n\}$ is a set of ${ }_{75} n$ vertices and $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}$ is a set of edges. A stable set of $\mathcal{G}$ is a subset of vertices $\mathcal{S} \subseteq \mathcal{V}$ where no two vertices are connected by an edge in $\mathcal{E}$. With each vertex $i \in \mathcal{V}$ we associate a profit $w_{i}$ that is collected if vertex $i$ is included in $\mathcal{S}$. Moreover, we consider a profit $q_{i j}$ for each pair of vertices $i, j \in \mathcal{V}$ that is collected if both vertices are included in $\mathcal{S}$. We denote by $Q=\left\{q_{i j}\right\}_{i, j=1, \ldots, n} \in$ $\mathbb{R}^{n \times n}$ the profit matrix, here not restricted to be positive semidefinite.

The quadratic stable set problem (QSSP) asks for the stable set in $\mathcal{G}$ with maximum total profit. For a mathematical formulation, let us define $x_{i}$ as a binary variable that takes value of 1 if vertex $i \in \mathcal{V}$ belongs to the stable set $\mathcal{S}$ and 0 otherwise. The QSSP can be formulated as the following binary quadratic program (BQP):

$$
\begin{array}{cll}
\max _{x} & \sum_{i=1}^{n} w_{i} x_{i}+\sum_{i=1}^{n-1} \sum_{j=i+1}^{n} 2 q_{i j} x_{i} x_{j} & \\
\text { subject to } & x_{i}+x_{j} \leq 1, & \forall\{i, j\} \in \mathcal{E}, \\
& x_{i} \in\{0,1\}, & \forall i \in \mathcal{V} \tag{3}
\end{array}
$$

Note that $x_{i}^{2}=x_{i}$ for all $i \in \mathcal{V}$ then the linear profits $w_{i}$ can be easily adjusted and consider the terms $q_{i i}$ in $Q$, i.e., its main diagonal. An alternative formulation for the QSSP is obtained by leveraging the concept of a clique cover, i.e., a partition of the vertices of $\mathcal{G}$ into cliques. Namely, let $\mathcal{K}$ be any collection of cliques that covers $\mathcal{G}$. Since each stable set can contain at most one vertex in a clique $K \in \mathcal{K}$, the clique formulation for the QSSP is obtained by replacing inequalities (2) with:

$$
\begin{equation*}
\sum_{i \in K} x_{i} \leq 1, \quad \forall K \in \mathcal{K} \tag{4}
\end{equation*}
$$

which is well-known to provide stronger relaxations when only linear costs are considered [22]. The set $\mathcal{K}$ is typically constructed using maximal cliques that can be computed efficiently, e.g., by a greedy procedure [13]. In particular, a maximal clique $K$ is obtained by initially selecting the vertex with highest ${ }_{85}$ degree. Next, we iteratively include adjacent vertices (sorted by highest degree) to each vertex in $K$ until no more inclusions are possible. We then add clique $K$ to set $\mathcal{K}$ and remove from $\mathcal{G}$ all the edges belonging to the included clique. We update the vertices degrees, and repeat the procedure.

As an illustrative example, consider the QSSP instance defined by an undi${ }_{90}$ rected graph with 5 vertices and 5 edges presented in Figure 1. Red numbers next to each vertex $i \in \mathcal{V}$ correspond to the vertex profit $w_{i}$. We also provide the matrix of quadratic profits $Q$. In the figure, vertices 1,2 and 5 form a stable set whose total profit is -3 yielded by $w_{1}+w_{2}+w_{5}+2 \cdot q_{12}+2 \cdot q_{15}+2 \cdot q_{25}$. The optimal stable set for the illustrative example consists of vertices 1 and 2 with optimal objective value of 9 .

$$
Q=\left[\begin{array}{ccccc}
0 & 3 & 2 & 0 & -4 \\
3 & 0 & -2 & -5 & -3 \\
2 & -2 & 0 & 0 & 1 \\
0 & -5 & 0 & 0 & 2 \\
-4 & -3 & 1 & 2 & 0
\end{array}\right]
$$



Figure 1: Undirected graph and matrix $Q$ for an illustrative QSSP example

For notation purposes, we denote by $z^{*}$ the optimal objective value of the QSSP. We also note in passing that the problem reduces to the classical maximum weighted stable set problem either when $Q=\mathbf{0}$, or when the quadratic profits are non-positive, i.e., $Q \leq \mathbf{0}$, the latter case requiring a non-trivial transformation of the original graph [7]. In addition, we observe that when only quadratic profits are considered (i.e., $w_{i}=0, i \in \mathcal{V}$ ), the resulting particular QSSP could be reformulated as a maximum edge-weighted clique problem $[23,24,25,26]$ in the complement graph $\overline{\mathcal{G}}$ where profits $q_{i j}$ become the weights on edges $(i, j) \in \overline{\mathcal{E}}$. Nevertheless, since the maximum stable set problem is NPhard in the strong sense [27], the same is true for the QSSP, which in turn is generally more computationally challenging than the classical linear version.

## 3. A Decision Diagram Representation for the QSSP

Conceptually, a decision diagram is a compressed representation of the statetransition graph of a dynamic programming (DP) model [13]. In this section, we begin by deriving a novel problem representation for the QSSP through a DP formulation (Section 3.1). Next, we describe how to extract the resulting decision diagram representation from such formulation (Section 3.2), which will be central to our exact methodology.

### 3.1. A dynamic programming model for the QSSP

Before introducing our DP formulation to QSSP, we first reformulate (1)-(3) in order to reveal recursive structure. Namely, note that the quadratic model

$$
\begin{array}{lll}
\max _{x, s} & \sum_{i=1}^{n} w_{i} x_{i}+\sum_{i=1}^{n-1} x_{i} s_{i} & \\
\text { subject to } & x_{i}+x_{j} \leq 1, & \forall\{i, j\} \in \mathcal{E}, \\
& s_{i}=\sum_{j=i+1}^{n} 2 q_{i j} x_{j}, & \forall i \in \mathcal{V}, \\
& x_{i} \in\{0,1\}, & \forall i \in \mathcal{V} . \tag{8}
\end{array}
$$ the introduction of variables $s_{i}$ representing the inner sum within each quadratic term $i$ of the objective function (1).

Using model (5)-(8), we can now evaluate the marginal impact of adding a vertex $i \in \mathcal{V}$ to a given stable set as follows. Suppose that variables $x_{1}, \ldots, x_{i-1}$ are fixed to values that can be extended to a feasible solution (e.g., by appending variables $x_{i}, \ldots, x_{n}$ and setting them to zero), thereby defining a stable set $S:=\left\{k \in\{1, \ldots, i-1\}: x_{k}=1\right\}$. This, in turn, leads to the eligible set

$$
\mathcal{I}:=\{j \in \mathcal{V}:\{j, k\} \notin \mathcal{E} \text { for all } k \in S\}
$$

of all vertices that can still be added to the stable set $S$; i.e., vertex $i$ can be added to $S$ (i.e., $x_{i}$ set to one) only if $i \in \mathcal{I}$. Furthermore, if $i \geq 2$ is added ${ }_{120}$ to $S$, we collect a profit $w_{i}+s_{i}$ (and only a profit of $w_{i}$ if $i=1$ ). Thus, to evaluate whether $i$ can be added to a (partial) stable set and the resulting profit, it suffices to have the set $\mathcal{I}$ of eligible vertices and the partial sum $s_{i}$ as defined in (7).

This leads to the following DP reformulation of QSSP. Given a fixed vertex ordering $1, \ldots, n$, we consider a system of $n+1$ stages where, at each stage $i$, we decide whether to add or not a vertex $i \in \mathcal{V}$, as represented by the value of variable $x_{i} \in\{0,1\}$. The state of the system at each stage $i$ is a pair $(\mathcal{I}, s)$, where $\mathcal{I} \subseteq \mathcal{V}$ is the set of eligible vertices according to the assignment in stages
$1, \ldots, i-1$ and $s=\left(s_{i}, s_{i+1}, \ldots, s_{n}\right)$ is a vector of $n-i+1$ elements with the sums (7) indexed from $i$ to $n$. We remark that the definition of state $s$ is related to the state information defined for unconstrained binary quadratic programming in [28]. When assigning $x_{i}$ (i.e., deciding whether to include $i$ or not), we transition to a new state defined by the function

$$
g_{i}\left(\mathcal{I}, s, x_{i}\right):= \begin{cases}\left(\mathcal{I} \backslash N_{i},\left(s_{i+1}+2 q_{i+1 i}, \ldots, s_{n}+2 q_{n i}\right)\right), & \text { if } x_{i}=1 \\ \left(\mathcal{I},\left(s_{i+1}, \ldots, s_{n}\right)\right), & \text { otherwise }\end{cases}
$$

where $N_{i}=\{i\} \cup\{j \in \mathcal{V}:\{i, j\} \in \mathcal{E}\}$ is the neighborhood of $i$ including the vertex itself. That is, we update the eligible set $\mathcal{I}$ according to $x_{i}$ and the sum state $s$ according to (7). The total profit in terms of $x_{i}$ is

$$
h_{i}\left(\mathcal{I}, s, x_{i}\right):=w_{i} x_{i}+\mathbb{I}(i \geq 2) s_{i} x_{i}
$$

where $\mathbb{I}(C)$ is an indicator function that evaluates to 1 if condition $C$ is true and 0 otherwise. Finally, a vertex $i$ can only be added if it belongs to the eligibility set $\mathcal{I}$, i.e., the set of feasible assignments at a stage $i$ is

$$
\mathcal{F}_{i}(\mathcal{I}):=\{0\} \cup\{\mathbb{I}(i \in \mathcal{I})\}
$$

Equipped with $\mathcal{F}_{i}(\cdot)$, the transition function $g_{i}(\cdot)$, and the profit function $h_{i}(\cdot)$, an optimal solution $x^{*}$ to QSSP solves the Bellman equations

$$
\begin{align*}
V_{i}((\mathcal{I}, s)) & =\max _{x_{i} \in \mathcal{F}_{i}(\mathcal{I})}\left\{h_{i}\left(\mathcal{I}, s, x_{i}\right)+V_{i+1}\left(g_{i}\left(\mathcal{I}, s, x_{i}\right)\right)\right\}, \quad i=1, \ldots, n  \tag{9}\\
V_{n+1}((\mathcal{I}, s)) & =0 \tag{10}
\end{align*}
$$

where $V_{1}((\mathcal{V}, \mathbf{0}))$ yields the optimal solution value of the QSSP. In particular,

### 3.2. Constructing the $B D D$ representation for the $Q S S P$

We now describe how to generate the decision diagram representation based on the dynamic program presented above. For notation purposes, let $\mathcal{S}(\mathcal{G})$ be the family of stable sets of $\mathcal{G}$. graph $\mathcal{B}=(\mathcal{N}, \mathcal{A})$ where $\mathcal{N}$ is the node set and $\mathcal{A}$ is the arc set. The node set $\mathcal{N}$ is partitioned into $n+1$ layers $L_{1}, \ldots, L_{n+1}$, where the first and last layers $L_{1}$ and $L_{n+1}$ are singletons containing a root node $r$ and a terminal node $t$, respectively. We denote by $l(u)$ the index of the layer of a node $u \in \mathcal{N}$, i.e., $u \in L_{l(u)}$. A BDD arc $a \in \mathcal{A}$ only connects nodes in adjacent layers and is equipped with a binary label $d_{a} \in\{0,1\}$ and a profit $h_{a}$. We refer to arc $a$ by 1 -arc if $d(a)=1$ and by 0 -arc otherwise.

A BDD is a compact graphical representation of the state transition graph of the DP (9)-(10). Specifically, each node in $\mathcal{N}$ represents a state $(\mathcal{I}, s)$ and the layer $L_{i}$ contains the nodes associated with the states that are reachable at stage $i, i=1, \ldots, n$. In particular, the root node $r$ is associated with the root state $(\mathcal{V}, \mathbf{0})$. Arcs encode the transition $g_{i}(\cdot)$, i.e., there exists an arc $a=\left(u, u^{\prime}\right) \in \mathcal{A}$ with label $d_{a}$ iff, given the state $(\mathcal{I}, s)$ associated with $u$, we have $d_{a} \in \mathcal{F}(\mathcal{I})$ and the state associated with $u^{\prime}$ is $g_{l(u)}\left(\mathcal{I}, s, d_{a}\right)$. The profit of such arc is

A binary decision diagram for a QSSP instance is a layered directed acyclic $h_{a}:=h_{l(u)}\left(\mathcal{I}, s, d_{a}\right)$. The terminal node $t$, in turn, represents all terminal states of (9)-(10), i.e., they are perceived as merged into a single node.

In such a representation, we have a one-to-one mapping between stable sets in $\mathcal{G}$ and paths of the BDD. Namely, for every arc-specified path $\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ starting from the root $r$ and ending at the terminal $t$, the arc labels yield a feasible assignment $x:=\left(d_{a_{1}}, \ldots, d_{a_{n}}\right)$ by validity of the DP. Conversely, every such feasible assignment must be encoded in some path of the BDD. This implies that the QSSP now reduces to finding a longest-path problem over the BDD, where arc lengths are the arc profits $h_{a}$.

Figure 2 illustrates the exact BDD for the instance in Figure 1. States are included on top of each of their corresponding nodes in each layer. Solid and dash arcs represent $d(a)=1$ and $d(a)=0$, respectively, and arc profits $h_{a}$ are included (in blue) on top of each arc.


Figure 2: Exact BDD for the QSSP instance of Figure 1

The variable ordering in the decision diagram of Figure 2 is established by $x_{1}, x_{5}, x_{2}, x_{3}, x_{4}$, i.e., these are the variables associated with outgoing arcs from layers $L_{1}, L_{2}, L_{3}, L_{4}, L_{5}$, respectively. To illustrate the BDD compilation, we observe that the root node $r$ has state information ( $\{1,2,3,4,5\},(0,0,0,0,0)$ ). Note that, at the beginning, all vertices are candidate to be added to the stable set and, no matter the vertex associated with outgoing arcs of layer $L_{1}$ only the vertex weight $w_{i}$ is collected. Next, for instance, there is an outgoing 1 -arc which represents $x_{1}=1$ and leads to node $u_{2}$ with state information $\left(\mathcal{I}\left(u_{2}\right), s\left(u_{2}\right)\right)=$ $(\{2,3,5\},(6,4,-8))$. The latter indicates that by including vertex 1 in the partial stable set, we get to a state where we remove vertex 1 and 4 from the possible vertices, updating states accordingly.

In addition, note that variable $x_{5}$ is associated with $L_{2}$. Consequently, the weight of the outgoing 1 -arc $\left(u_{2}, u_{6}\right)$ is $2-8$, this is, the profit of vertex 5 (i.e., $w_{5}=2$ ) plus " -8 " which is associated with the sum of quadratic contributions
for vertex 5 in the state component $s\left(u_{2}\right)$.
In the BDD in Figure 2, the longest path is given by the arc-specified path $\left(\left(r, u_{2}\right),\left(u_{2}, u_{5}\right),\left(u_{5}, u_{10}\right),\left(u_{10}, u_{13}\right),\left(u_{13}, t\right)\right)$ indicating that the optimal stable set for the problem is $\{1,2\}$ with optimal objective value $z^{*}=9$.

Compiling $B D D$. We follow a typical top-down procedure for constructing an exact BDD , which is equivalent to a forward recursion over the DP. The procedure is defined as follows.

Let us denote by $(\mathcal{I}(u), s(u))$ the state associated with the BDD node $u \in \mathcal{N}$. $i=1, \ldots, n$, we calculate all state transitions from the states associated with nodes in $L_{i}$ to generate nodes in $L_{i+1}$, adding arcs as necessary. We also ensure that no two nodes have the same state, i.e., either $\mathcal{I}(u) \neq \mathcal{I}\left(u^{\prime}\right)$ or $s(u) \neq s\left(u^{\prime}\right)$ for any two nodes $u, u^{\prime}$ at the same layer. Finally, all nodes in the last layer $L_{n+1}$ are merged into a single terminal node $t$.

### 3.3. Approximate decision diagrams for the QSSP

In general, exact BDDs grow exponentially large on the problem input and are not computationally tractable. Because of this, we instead manipulate the so-called approximate versions, i.e., relaxed and restricted decision diagrams. Such diagrams are key as a bounding mechanism since they exploit discrete structure to relax the state space.

A DD is relaxed if it over-approximates the solution set of a problem, encoding all feasible solutions but also allowing infeasible ones. Relaxed BDDs are obtained similarly as exact BDDs when using a top-down approach. In particular, if the number of nodes in a layer (i.e., the layer width) exceeds a given pre-specified limit $W$ during its construction, two non-identical nodes $u$ and $u^{\prime}$ are heuristically selected and merged into a new node $u^{\prime \prime}$. Next, the longest (resp., shortest) path value in a relaxed BDD yields a dual bound for a maximization (resp., minimization) optimization problem. Note that the maximum width $W$ is then a relevant parameter because it allows to trade-off computational effort and bound quality, i.e., the larger the $W$ value, the better the
bound that is obtained. More details on the experiments leading to a suitable value of $W$ are reported in Section 5 .

For the QSSP, we propose a valid merging operator which guarantees that no

## 4. A BDD-based Hybrid Optimization Approach for the QSSP

Given relaxed and restricted BDD representations as well as a BQP formulation of the QSSP (presented in Sections 2 and 3), we propose to deploy a hybrid BDD-MIP ([15]) algorithm as a solution methodology. The integrated BDDMIP method leverages two problem representations and BDD-based search mechanisms to exploit complementary strengths coming from the different optimization paradigms. In Section 4.1, we initially describe a typical BDD-based exploration of the solution space. Next, we focus on the hybrid algorithm mechanisms considered for the QSSP (Section 4.2).
4.1. BDD-based search scheme

A key component of the combined framework is the BDD-based exploration in which a relaxed binary decision diagram plays the role of a search tree in a branch-and-bound scheme. In such a search mechanism, the solution space is divided and explored by recursively branching on suitable BDD nodes (i.e., set of partial solutions) instead of branching on variable-value pairs as in traditional linear programming-based branch and bound.

We now describe the general idea of a BDD-based search mechanism in the context of a stand-alone decision diagram approach [14]. Consider a relaxed binary decision diagram $\overline{\mathcal{B}}$ of the QSSP as the example provided in Figure 3, for 240 the illustrative instance in Figure 1, where the maximum width is set as $W=2$. For every pair of nodes $u, u^{\prime} \in \overline{\mathcal{B}}$ such that $l(u)<l\left(u^{\prime}\right)$, let $\overline{\mathcal{B}}_{u u^{\prime}}$ be the binary decision diagram induced by all the nodes and arcs that lie on directed paths from $u$ to $u^{\prime}$, e.g., $\overline{\mathcal{B}}_{r t}=\overline{\mathcal{B}}$. We say that a node $u$ in $\overline{\mathcal{B}}$ is exact if all $r-u$ paths lead to the same state $s(u)$, and is relaxed otherwise. In addition, a cutset of $\overline{\mathcal{B}}$ ${ }_{245}$ is a subset of nodes $C$ such that any $r-t$ path in $\overline{\mathcal{B}}$ contains at least one node in $C$. In specific, $C$ defines an exact cutset if all nodes in $C$ are exact. Several strategies have been proposed for obtaining exact cutsets, such as the frontier cutset (FC) and the last exact layer (LEL) (we refer the reader to [13]).

Figure 3 illustrates an exact cutset $C$ defined by the LEL and formed, in ${ }_{250}$ this case, by BDD nodes $\bar{u}_{1}$ and $\bar{u}_{2}$ (in orange). Note that nodes in blue, $\bar{u}_{3}$ and $\bar{u}_{4}$, were forcefully merged to meet $W$ using the merging operator proposed in Section 3.3.


Figure 3: Relaxed BDD for the QSSP instance of Figure 1

Given an exact cutset $C$, a BDD-based branch and bound explores each BDD node in $C$ to find and prove the optimal solution. Let $v^{*}(u)$ be the longest-path value from $r$ to $u$ for each $u \in C$. Let $z_{u}^{*}$ be the optimal value of the subproblem for which its solutions are exactly encoded in $\mathcal{B}_{u t}$, therefore $v^{*}(u)+z_{u}^{*}$ is the value of the best solution across all $r-t$ paths that contain BDD node $u$. Since all $r-t$ paths of a decision diagram must contain some node in $C$, we search the optimal value $z^{*}$ of the problem by solving the subproblems associated with $\mathcal{B}_{u t}$. Such subproblems (every $u \in C$ ) are solved separately and each subproblem then leads to a smaller and hence more tractable binary decision diagram. This procedure can be applied recursively for each $u$ if the relaxed BDD rooted in $u$ is either not exact (i.e., if the maximum width is reached while its construction) or cannot be implicitly pruned.

As an illustration of the BDD-based exploration scheme in Figure 3, we have to explore BDD nodes $\bar{u}_{1}$ and $\bar{u}_{2}$ further to continue searching for the optimal
solution. In a stand-alone BDD-based search, such an exploration implies the compilation of two different relaxed decision diagrams, each rooted in $\bar{u}_{1}$ and $\bar{u}_{2}$, respectively.

### 4.2. Hybrid BDD-MIP mechanisms

In the integrated approach, MIP technology is incorporated into the BDDbased exploration scheme. Namely, a MIP solver can directly prune BDD nodes by solving them up to optimality while also providing lower bounds. Meanwhile, the incumbent solution found so far in the BDD-based branch and bound can be used to define a lower cutoff in the objective function of the subproblems explored by the MIP solver.

### 4.2.1. MIP-based pruning strategy

We specifically propose to adapt the IP-based pruning strategy in [15]. Consider a BDD-based branch and bound and a relaxed BDD which has to be explored further. Once a cutset $C$ is defined and selected, a node $u \in C$ can be directly explored and pruned in advance by finding its optimal solution $z_{u}^{*}$. Along these lines, the strategy consists of solving the subproblem associated with $u$ using a MIP solver as opposed to recursively relax and explore $\mathcal{B}_{u t}$ through BDD technology. In addition, once the subproblem associated with node $u$ is solved, $v^{*}(u)+z_{u}^{*}$ also establishes a lower bound on $z^{*}$.

For the QSSP, a subproblem encoded in a BDD node $u$ corresponds to a vertex-induced subgraph defined by the vertices considered in the state component $\mathcal{I}(u)$. Note that such a subproblem also leads to a BQP model if it is tackled with MIP technology. Thus, the mechanisms within the hybrid BDDMIP algorithm leads to an algorithm-selection decision during the exploration. There are three important aspects to be considered, (i) the subproblems (i.e., BDD nodes to be explored) are dynamically generated during search, (ii) solving a BQP subproblem up to optimality may be computationally too expensive, and (iii) such an algorithm-selection decision is made based on the subproblem features encoded by the state $(\mathcal{I}(u), s(u))$. Determining whether to apply
the MIP-based pruning at each BDD node plays a central role in the hybrid approach, and we cast this algorithmic question as a classification task.

In [15], when solving the maximum stable set problem, machine learning (ML) is used to derive trained classifiers and a decision tree to determine when to use the MIP-based pruning strategy. At the root node, a classifier automatically detects whether the related subproblem (i.e., the instance itself) is simply solved by MIP technology. Then, at the remaining BDD nodes, a computationally cheap decision tree determines if each BDD node is either pruned using a MIP solver or the BDD continues the exploration further. In this paper, we take a further step and propose using ML to guide the exploration within the hybrid BDD-MIP algorithm but at every BDD node subproblem.

### 4.2.2. ML-driven exploration

We rely on the recent connection between ML and discrete optimization (see, e.g., [29] for a survey). Specifically, we cast the algorithm-selection decision within the hybrid BDD-MIP algorithm as a classification task which is addressed by ML. We employ traditional supervised ML techniques and learn a classifier to decide which technology should be used (i.e., a BDD relaxation or a MIP representation) to explore, on-the-fly, a BDD subproblem.

In a supervised classification problem, the objective is to learn a function which assigns a discrete class label to an unseen instance, given a set of already classified examples (i.e., the training data). Each example in the training set is described by a set of features (attributes) and an associated label. The learned function (classifier) then maps the features to the available classes revealing a possible hidden structure of the training dataset. In our case, an example corresponds to a QSSP instance and we define two class labels that represent the BDD and MIP technology.

We perform the learning experiments offline to train the classifier which is later incorporated in the hybrid BDD-MIP algorithm. Thus, we proceed to describe the supervised learning methodology and the experiments to learn such a classifier. The methodology comprises five main steps, (i) the generation of
instances, (ii) the feature design, (iii) the label definition for the learning task, (iv) the dataset composition, and finally, (v) the learning experiments.

Instances generation. As previously mentioned, a QSSP instance mainly corresponds to both an undirected graph and a symmetric matrix of quadratic profits. We randomly produce examples for the training dataset by generating graphs following the Erdös-Rényi (ER) [30] model where we vary the number of nodes $(n)$ and graph density $(p)$. Moreover, for each instance, we generate a symmetric matrix $Q$ where we define its percentage of positive coefficients $(v)$.

Feature design. Since we label an instance between two different problem representations (i.e., BDD and MIP), the prediction should be a function of only problem-specific features. For the QSSP, we rely on the graph properties as well as attributes associated with the symmetric matrix $Q$. As the trained classifier is a component of the BDD-MIP algorithm and it is potentially invoked several times during search, we target features that can be efficiently computed for new instances that will be dynamically generated when exploring the solution space. For the graph properties, we select 10 features, namely, number of nodes $(n)$, number of edges $(|\mathcal{E}|)$, density $(p)$, and seven features derived from node degrees, specifically, their mean, median, standard deviation (SD), maximum, minimum, the interquartile range (IR), and the variability score (SD/mean).

Conversely, for the features associated with $Q$, we select the percentage of positive coefficients in $Q(v)$ and also characteristics associated with its main diagonal which is related to the linear profits $w_{i}$. For features coming from $w_{i}$, we define the mean, median, standard deviation (SD), minimum and maximum. Finally, we use a total of 16 features for the learning experiments.

Label definition. Since we cast the algorithmic question as a binary classification problem, we now define a procedure to binarize the label, which is a function on the performance of the two optimization technologies. Each QSSP instance is solved with both the MIP and a stand-alone BDD solver based on the representation proposed in this paper. For MIP, each QSSP example is solved with

CPLEX version 12.8 ( 5 times with a different random seed to deal with performance variability issues [31]) using its nonlinear programming-based branch and bound to get the MIP solving time $M I P_{\text {time }}$ as the average of the five runs. Next, each instance is also solved with the stand-alone BDD solver (by setting $W=128$ for all instances) to obtain the $B D D_{\text {time }}$. Finally, for each example, we assign the label MIP if the MIP solver is $\alpha$ times faster than the BDD solver (i.e., if $M I P_{\text {time }} \cdot \alpha \leq B D D_{\text {time }}$ ), otherwise we assign the label BDD.

Dataset composition. We assess the distribution of solving times and binarization parameter $\alpha$ to generate a dataset that is meaningful for the learning task. The dataset is composed of 12,500 QSSP instances where $n \in\{20,30,40,50,60$, $70,80,90,100,120\}, p \in\{10,15,20,25,30,40,45,50,60,65,70,75\}, v \in\{25,50,75\}$, and label binarization parameter $\alpha=5$. Finally, the number (resp., percentage) of instances labeled as MIP and BDD in the dataset is 9110 (72.88\%) and 3390 (27.12\%), respectively.

Supervised learning experiments. We construct the classifier using a Support Vector Machine (SVM) with RBF kernel [32], a classical supervised learning algorithm. We randomly split the dataset into training (75\%) and test set (25\%). To obtain features in the same range, we apply feature scaling and mean normalization so, each feature is normalized to have a mean of 0 and a standard deviation of 1 . Each experiment consists of a training phase with 5fold cross validation and grid search method for hyperparameter tuning, as well as a test phase on the neutral test set. We compare the SVM versus a dummy classifier (DUM), which follows a stratified strategy, i.e., it makes predictions based on the class distribution of the training set. The benchmark with DUM is a good practice as a measure of baseline performance for the trained classifier.

The learning methodology is implemented using Python with Scikit-learn [33]. Table 1 presents the standard performance measures of binary classification, namely, accuracy, precision, recall, and f1-score.

We highlight that the SVM classifier achieves high performance metrics. It compares favorably versus a dummy classifier corroborating that there is a

Table 1: Performance measures for the classifiers when predicting MIP/BDD

|  | DUM | SVM |
| :--- | :---: | :---: |
| Accuracy | 0.607 | 0.976 |
| Precision | 0.257 | 0.953 |
| Recall | 0.289 | 0.954 |
| F1-score | 0.272 | 0.953 |

statistical pattern to be learned when discriminating either a MIP or BDD solver for tackling a QSSP instance. We remark that, for this particular application, false positives are computationally expensive, even more once a classifier is taken to production within the hybrid BDD-MIP. In this case, metrics different than accuracy could provide a better insight on the classifier performance. Precision, which is defined as the true positives divided by all positive predictions can be a good metric to analyze. A high precision indicates a low number of false positives, and we observe that the classifier presents a very good precision.

The classifier is able to capture enough about the discrimination from the selected features on training set to make meaningful predictions on test set. We conclude that the learning experiments support the selection and inclusion of the trained classifier within the BDD-MIP optimization algorithm.

### 4.2.3. BDD-MIP cutoff

Moreover, we incorporate another strategy used in [15]. We let $L B$ denote a global incumbent solution obtained from the hybrid BDD-MIP exploration. Next, when each subproblem (associated with BDD node $u$ ) is explored through a MIP solver, i.e., the trained classifier predicts MIP, the corresponding BQP subproblem is modified by including the following constraint:

$$
\begin{equation*}
\sum_{i \in \mathcal{I}(u)} w_{i} x_{i}+\sum_{i \in \mathcal{I}(u)} \sum_{j \in \mathcal{I}(u) \mid i \neq j} 2 q_{i j} x_{i} x_{j} \geq L B-v^{*}(u) \tag{11}
\end{equation*}
$$

Constraint (11) establishes a lower bound on the objective function for the subproblem, considering the global incumbent solution and the longest-path value from $r$ to $u$. The lower-cutoff procedure already proved effective in [15] to speedup a hybrid BDD-MIP algorithm. In such a case, subproblems terminate significantly earlier the solving procedure, sometimes with the proof that no feasible solution meets the modified BQP conditions, also leading to prune the BDD node.

Algorithm 1 describes the hybrid BDD-MIP algorithm for the QSSP. At the beginning, the list of nodes to be explored consists of only the root node $r$. In line 2 , while either $L$ is not empty or the best bound is not less than or equal to the best incumbent solution we have to search for the optimal solution value. We take a BDD node $u$ from $L$ and evaluate in line 4, if the MIP-based pruning strategy should be applied to by calling, on-the-fly, the trained MIP/BDD SVM classifier described in Section 4.2.2. If the classifier predicts MIP, we use the MIP representation of the BDD subproblem and a MIP solver to prune the node in advance, updating the best incumbent if necessary. Otherwise, in line 9, we create a relaxed decision diagram rooted in $u$.

Next, if the BDD is exact we have found a feasible solution, update the incumbent solution if necessary and no further exploration is needed from the generated BDD. On the contrary (line 15), if the BDD is relaxed because the maximum width was reached when constructing any layer, we check if the node can be pruned by bound. If the best bound yielded by the relaxed BDD is greater than the incumbent solution, we must explore further by identifying an exact cutset $C$, and including the BDD nodes in $C$ to $L$. The algorithm keeps exploring the solution space until the stopping criterion is met and the optimal solution is provided.

```
Algorithm 1 Hybrid BDD-MIP solver for the QSSP
    Input: QSSP instance
    Output: Optimal value
    Initialize list of nodes to be explored \((L)\) with BDD root node
    while stopping criteria not met do
        take node \(u\) from \(L\)
        if MIP-based pruning strategy applied to \(u\) then
                if best incumbent found then
                update incumbent
                Prune node \(u\)
                continue
        create relaxed BDD rooted in \(u\)
        if BDD is exact then
            if best incumbent found then
            update incumbent
        Prune node \(u\)
        continue
        if BDD is not exact then
            if Best bound greater than incumbent then
            Identify an exact cutset \(C\)
            for all nodes in \(C\) do:
                    Add node to \(L\)
                create restricted BDD rooted in \(u\)
                if best incumbent found then
                    update incumbent
    return optimal value
```

Note that depending on the subproblem properties and hence the MIP/BDD classifier prediction, it may occur that no complementarity is identified by the algorithm, i.e., the MIP solver is never called to prune a BDD node (step 4 of

Algorithm 1). In such a case, the behavior of the hybrid algorithm actually reduces to a stand-alone decision diagram solving procedure.

## 5. Computational experiments on the QSSP

In this section, we benchmark the hybrid BDD-MIP algorithm against other general-purpose solvers coming from different optimization paradigms. In particular, we compare the hybrid approach versus two leading commercial MIP solvers with QP capabilities and a competitive SDP-based solver. We use IBM-CPLEX 12.8 and Gurobi 9.0.0 as the MIP solvers and we refer to them as CPLEX and Gurobi, respectively. We also implement the hybrid BDD-MIP approach in C++ and solve the MIP subproblems with CPLEX. All experiments are run on a Linux machine, $\operatorname{Intel}(\mathrm{R}) \mathrm{Xeon}(\mathrm{R})$ Gold $6142 \mathrm{CPU} @ 2.60 \mathrm{GHz}$ and 512 GB of RAM.

As it is described in [34], CPLEX can solve a BQP, such as the QSSP, in different ways. Let us denote the QSSP relaxation as the continuous problem where the integrality constraints (3), in Section 2, are relaxed. The semi-definiteness of matrix $Q$ determines whether the QSSP relaxation is convex and therefore, the way CPLEX can tackle the problem.

In case the QSSP relaxation is convex, i.e., $Q$ is positive semi-definite ( $Q \succeq$ 0 ), the problem can be solved by NLP-based branch and bound where a BQP relaxation is solved at each node of the search tree. Also in the convex case, CPLEX can linearize the BQP by transforming it into a MIP model by means of the McCormick inequalities and tackle the resulting formulation with standard MIP techniques. On the other hand, if the problem is not convex ( $Q \nsucceq 0$ ), CPLEX has two alternatives. First, the problem can be convexified through the augmentation of the main diagonal of $Q$ and then be solved by NLP-based branch and bound. Finally, CPLEX can also linearize the BQP and tackle the resulting larger MILP model via a traditional branch and bound. In the numerical experiments, we solve the QSSP using both alternatives i.e., linearizing and not linearizing the QSSP which can be simply selected through the CPLEX
parameter QToLin ${ }^{1}$. The linearization mode allows us to evaluate the performance of a generic linearization technique (aiming at considering this approach as proposed in [12] where different linearization techniques are used to solve the QSSP). In addition, we tackle the instances using the CPLEX's NLP-based branch and bound algorithm whose performance has not been evaluated for the QSSP in the literature. For both modes, all internal CPLEX's capabilities (i.e., presolving, heuristics and cuts) and remaining default parameter settings are enabled.

We also solve the QSSP instances using Gurobi as MIP solver. The Gurobi version used in this experiments, like CPLEX, allows to solve to global optimality both convex and non-convex binary quadratic programmming models. As reported in its technical documentation, Gurobi implements a MIP solver where simplex and barrier algorithms tackle continuous BQPs. In addition, Gurobi's presolve may either convexify a problem by using bilinear constraints or linearize the problem so it can be solved by standard MIP techniques. Gurobi is also used with the default parameter settings and all internal capabilities (i.e., presolve, heuristics and cuts) enabled to make the comparison even more sound.

In addition to MIP solvers, BiqCrunch [11] becomes an interesting and natural alternative to be considered. This SDP-based branch and bound has also been used for the QSSP [35]. BiqCrunch is executed in the generic problem setup enabling internal heuristics 1,2 , and 3 .

Regarding the Hybrid BDD-MIP solver, we use the MIP-based pruning strategy. The trained SVM classifier is invoked to label each BDD node subproblem as either MIP or BDD to define if the MIP-based pruning is performed. In addition, we implement the lower cutoff procedure and when the MIP solver is called to prune a BDD node, we solve the equivalent BQP subproblem using the clique formulation and CPLEX as MIP solver without any time limit. The variable ordering and exact cut selection strategies used are the minimum number of states (MIN) and the last exact layer (LEL), respectively. We refer the reader to [13]

[^0]for details on different variable ordering heuristics and exact cutset strategies.
As mentioned before, the decision diagram width $(W)$ is a critical parameter when manipulating limited-size DDs. Moreover, the mechanisms within the hybrid BDD-MIP approach generate an interesting dynamic between the DD-based branching scheme, the width, the bound quality, the size of the exact cutsets, the MIP-based pruning strategy, and the classifier predictions guiding the exploration. For instance, a very small width can dramatically deteriorate the bound quality, lead to a greater number of DD nodes to explore, and increase the computing time of the whole optimization process, up to one order of magnitude slower in the denser instances. Conversely, a very large width can improve the bounds and lead to a smaller number of DD nodes to explore. However, it can also trigger a greater computational effort when compiling each relaxed DD in the procedure which might not payoff when observing the whole computing time. Nevertheless, the effect of selecting a wrong value of $W$ could be mitigated and indeed exploited in the hybrid BDD-MIP algorithm by calling more or less frequently the MIP-based pruning strategy. After exploring and exploiting this trade-off, the maximum width $W$ for all instances is set to 64 .

The testbed presented in these computational experiments corresponds to the dense instances used in the computational experiments in [12] plus, a set of sparser (and hence harder) instances which are also considered in [35]. The set of instances has number of nodes $n=\{100,150\}$, density $p=\{25,50,75\} \%$, and percentage of positive coefficients in $Q, v=\{25,50,75\} \%$. The testbed considers 3 instances per combination $(n, p, v)$ for a total of 54 instances. Every instance is processed five times by solving it with: BiqCrunch, CPLEX for the clique formulation (linearizing and not linearizing the BQP), Gurobi for the clique formulation, and finally, the proposed hybrid BDD-MIP solver. Each solver run uses only one thread with a time limit of 7,200 seconds.

Table 2 compares the performance of the different solvers for the testbed instances. We present the average performance by combination $(n, p, v)$ for a total of 18 different group of instances. Column 1 corresponds to the group id for the three instances of each combination $(n, p, v)$. Columns 2, 3, and 4 present, for
each group, the number of nodes, density, and percentage of positive coefficients in $Q$. Each solver is represented by a column where the base number corresponds to the average computational time employed for solving the 3 instances of the corresponding group. An exponent, in case it appears, indicates how many of those instances could not be solved to optimality within the time limit. In this way, column 5 is associated with BiqCrunch. For such an SDP-based solver, we generated the model from both MIP formulations, the edge and clique models. The edge formulation presents slightly better results and it is the one reported in these experiments. Columns 6 and 7 correspond to the performance of CPLEX solving the clique formulation of the problem both linearizing and not linearizing the QSSP, respectively. Next, column 8 corresponds to Gurobi's performance. For the MIP solvers, we use the clique formulation which reported $4 \%$ better results than the edge formulation. Column 9 relates to the performance of the hybrid BDD-MIP solver. Finally, column 10 shows the average speedup reached by the hybrid BDD-MIP solver with respect to the most competitive benchmark for each instance of the group. For example, the value in the seventh column " $6555.89^{(2)}$ " of group \#10 indicates that, within the time limit, CPLEX (when non linearizing the BQP) solved only 1 of the instances of the group $n=150$, $p=25, v=25$, and the average solving time of the 3 instances is 6555.89 seconds. We present the detailed computational experiments for each instance in Appendix A.

We can observe from Table 2 that the hybrid solver outperforms all the benchmarks. The hardest instances are the sparsest ones $(p=25)$ where the speedups obtained with the hybrid solver are the smallest ones but greater than 1 x . In addition, for group $12(n=150-p=25-v=75)$, the hybrid solver is the only one able to solve the 3 instances to optimality. On the other hand, when the instance is denser $(p=\{50,75\})$ the BDD-based approach achieves remarkable speedups of at least one order of magnitude faster than the MIP solvers and the SDP-based solver.

Note that the percentage of positive coefficients $v$ is related to the definiteness of matrix $Q$ and evidently seems to be a very important feature of the

Table 2: Comparison between the hybrid BDD-MIP algorithm and other optimization paradigms for the QSSP

|  | Instances |  |  | BiqCrunch | CPLEX |  | Gurobi | Hybrid BDD-MIP | Speedup |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | Linearize | Non Linearize |  |  |  |
| Group | $n$ | $p$ | $v$ | CPU time (s) | CPU time (s) | CPU time (s) | CPU time (s) | CPU time (s) | vs. best benchmark |
| 1 | 100 | 25 | 25 | 1139.31 | 272.65 | 113.13 | 84.75 | 24.50 | 3.50 |
| 2 | 100 | 25 | 50 | $7200.00^{(3)}$ | 728.37 | 138.56 | 287.55 | 36.16 | 4.03 |
| 3 | 100 | 25 | 75 | $7200.00^{(3)}$ | 1009.52 | 1388.85 | 184.00 | 167.02 | 1.10 |
| 4 | 100 | 50 | 25 | 829.49 | 18.28 | 9.67 | 11.09 | 0.72 | 13.53 |
| 5 | 100 | 50 | 50 | 4832.11 | 54.55 | 13.50 | 11.63 | 0.83 | 13.94 |
| 6 | 100 | 50 | 75 | 6677.62 | 89.59 | 30.51 | 14.37 | 0.74 | 19.50 |
| 7 | 100 | 75 | 25 | 461.94 | 3.89 | 4.18 | 1.03 | 0.06 | 18.34 |
| 8 | 100 | 75 | 50 | 1356.93 | 17.33 | 4.26 | 1.57 | 0.06 | 27.86 |
| 9 | 100 | 75 | 75 | 1162.46 | 30.49 | 6.12 | 1.71 | 0.05 | 32.28 |
| 10 | 150 | 25 | 25 | $7200.00^{(3)}$ | 4776.18 | $6555.89^{(2)}$ | 1607.86 | 560.80 | 2.87 |
| 11 | 150 | 25 | 50 | $7200.00{ }^{(3)}$ | $7200.00^{(3)}$ | $7200.00^{(3)}$ | $6918.76{ }^{(2)}$ | 888.37 | 7.92 |
| 12 | 150 | 25 | 75 | $7200.00{ }^{(3)}$ | $7200.00^{(3)}$ | $7200.00^{(3)}$ | $7200.00^{(3)}$ | 2958.74 | 2.47 |
| 13 | 150 | 50 | 25 | $6901.33^{(2)}$ | 130.06 | 135.64 | 46.01 | 7.45 | 6.19 |
| 14 | 150 | 50 | 50 | $7200.00^{(3)}$ | 1184.23 | 182.24 | 96.15 | 7.39 | 13.03 |
| 15 | 150 | 50 | 75 | $7200.00{ }^{(3)}$ | 1752.94 | 582.37 | 91.46 | 6.83 | 13.38 |
| 16 | 150 | 75 | 25 | 2895.55 | 40.35 | 23.09 | 16.18 | 0.21 | 54.63 |
| 17 | 150 | 75 | 50 | $7160.97{ }^{(2)}$ | 79.11 | 26.49 | 43.05 | 0.19 | 139.37 |
| 18 | 150 | 75 | 75 | $7200.00^{(3)}$ | 87.21 | 38.58 | 48.94 | 0.21 | 179.39 |
| Geom. Mean |  |  |  | 3763.68 | 210.96 | 100.49 | 55.55 | 3.95 | 12.74 |

instance. Let us observe instances with $n=150$ and $p=50$ (i.e., groups 13 , 14, and 15 in Table 2) to analyze this behavior. In such instances, if we observe the performance of the hybrid algorithm, no matter the value of $v$, the solving time is almost equivalent for the three groups. However, this is not the case for CPLEX and Gurobi where the $v$ value greatly impacts how the model is solved and hence the resulting performance. Noteworthy, the proposed BDD representation for the QSSP embeds the problem nonlinearity making no difference in the performance with respect to the semi-definiteness of matrix $Q$.

Figure 4 presents a performance profile to benchmark each solver in terms of the percentage of instances solved (out of the total 54 instances) within the execution time which ends at the time limit of 7,200 seconds. Each of the five lines corresponds to one of the solvers considered in the comparison.


Figure 4: Performance profile for different solvers when tackling the QSSP

The performance profile shows the considerable dominance of the hybrid BDD-MIP solver with respect to the other solvers. The hybrid approach is the
only method able to solve all instances long before the time limit is reached, solving each of the 54 instances within 3,300 seconds.

Figure 5 compares the solution time of the hybrid BDD-MIP solver versus the solution time of the best benchmark across the different solvers (BiqCrunch, ${ }_{565}$ CPLEX linearizing, CPLEX non-linearizing, and Gurobi). We color instances by density value so that, green, red, and gray points correspond to $p=25, p=$ 50 , and $p=75$ instances, respectively. In a similar way, shapes are associated with the problem size $n$. Triangle and circle markers are related to $n=100$ and $n=150$ instances, respectively. A point located above the diagonal means that the hybrid BDD-MIP approach outperforms the best benchmark in such an instance for the corresponding $n-p$ group. As we use log scale to be able to represent all instances in one chart, some group of instances are represented by superimposed points, e.g., instances with $n=150-p=50$ (red circles) appear represented by one red point to the most left side. Such a point indicates that the hybrid performs much better than the best benchmark.


Figure 5: Hybrid BDD-MIP solver versus the best benchmark in terms of solution time per instance in log scale

Nevertheless, Figure 5 allows us to focus on the hardest instances, i.e., the sparsest ones with $p=25$ (green markers). All but one instance are above the diagonal indicating that even for the hardest cases, the hybrid algorithm achieves a better performance than the benchmarks. For a fix density value, circle markers appear above triangle markers indicating in that case that larger instances are naturally harder.

Although, the BDD representation is one of the contributions in this paper, we evaluate the global effectiveness of the hybrid framework in comparison with a stand-alone BDD solver. We continue focused on the hardest (i.e., sparsest) subset of 18 instances with $p=25$. Figure 6(a) and Figure 6(b) compare the solution time of the hybrid method versus a pure BDD solver but considering as well the best benchmark. As we analyze instances of the same density, solving times have the same magnitude and we generate the scatter plot not using the
$\log$ scale. Figure 6(a) and Figure 6(b) are related to $n=100$ and $n=150$
a solver correspond to markers with no fill.


Figure 6: Hybrid BDD-MIP solver versus both stand-alone BDD solver and the best benchmark for the sparsest instances

We can observe that the hybrid method consistently outperforms the standalone BDD solver. This is even more evident for large instances $(n=150)$ where the hybrid method really pays off. For some instances, we go from hitting the time limit with the pure BDD solver, to getting the best performance using the hybrid algorithm.

In a last computational experiment, we evaluate the performance of the BDD-based optimization approach on larger QSSP instances. We compare $\pm$ Gurobi, which is the best benchmark in the set of instances from the literature (Table 2), versus the hybrid BDD-MIP. The new set of instances has number of nodes $n=\{175,200\}$, density $p=\{25,50,75\} \%$, and percentage of positive coefficients in $Q, v=\{25,50,75\} \%$. Similarly to the previous dataset, we consider 3 instances per combination (group) $(n, p, v)$ for a total of 54 instances and 18 groups. Table 3 shows the computational experiments. The first four columns correspond to the instance information for each group. Column 5 and 6 report the performance of Gurobi and the hybrid BDD-MIP, respectively. Once again, if an exponent appears, it indicates how many of those instances were not solved
to optimality within the time limit. Finally, column 7 presents the speedup by group. We present the detailed computational experiments for each instance in Appendix A.

For experiments reported in Table 3, the hybrid BDD-MIP uses the same trained classifier and maximum width $W$ than in the previous experiment. Gurobi is also employed with the default parameter settings enabling all its internal capabilities to make the comparison more stringent. For $n=175$, we note that Gurobi can solve only 1 out of 9 of the sparsest $(p=25)$ instances within time limit, whereas the Hybrid approach struggles with 2 (i.e., it solves 7 out of 9 ). When we increase the number of vertices to 200 , we observe that neither Gurobi nor the Hybrid BDD-MIP can solve the challenging sparse instances. However, the lower and upper bounds obtained within time limit are, in general, better for the Hybrid BDD-MIP. Gurobi obtained slightly better lower bounds for only 3 out of the 81 instances, and this corresponds to the group $(200,25,25)$. Then, as the percentage of positive coefficients in $Q$ increases, the bounds are more favorable for the Hybrid approach. For denser instances, no matter the size, the speedups show that BDD-based technology is significantly superior. It reaches, in some cases, more than 2 orders of magnitude faster computing times than a state-of-the-art commercial MIP solver. Instances of size 200 seem to be the current limit the Hybrid algorithm can reach within a 2-hour time limit on sparser instances. Instead, the method scales very well for instances of size 250 (and bigger) on denser graphs (see Table A. 9 in the appendix).

Different elements of the hybrid BDD-MIP solver, such as the BDD-based branching scheme and, mainly, the black-box classifier guiding the exploration, make getting insights from the method's performance and evolution a complex task. However, we observe that the mechanisms of the hybrid BDD-MIP are mainly exploited for the sparsest (hardest) instances. On average, for instances with $p=25$, the MIP solver prunes $91.56 \%$ of the total number of BDD nodes explored. In such a case, the MIP solver is frequently invoked indicating that the classifier possibly identifies a special pattern in sparse instances that leads

Table 3: Comparison between the hybrid BDD-MIP and Gurobi for QSSP instances with $n \in\{175,200,250\}$

|  | Instances |  |  |  |  |  |
| :---: | :---: | :---: | :---: | ---: | ---: | ---: |
| Group | $n$ | $p$ | $v$ | Gurobi <br> CPU time (s) | Hybrid BDD-MIP <br> CPU time (s) | Speedup |
| 19 | 175 | 25 | 25 | $6821.25^{(2)}$ | 4132.60 | 1.70 |
| 20 | 175 | 25 | 50 | $7200.00^{(3)}$ | 4686.14 | 1.55 |
| 21 | 175 | 25 | 75 | $7200.00^{(3)}$ | $6733.51^{(2)}$ | 1.08 |
| 22 | 175 | 50 | 25 | 117.35 | 14.97 | 7.89 |
| 23 | 175 | 50 | 50 | 223.18 | 24.01 | 9.31 |
| 24 | 175 | 50 | 75 | 260.92 | 19.90 | 13.14 |
| 25 | 175 | 75 | 25 | 58.07 | 0.35 | 166.56 |
| 26 | 175 | 75 | 50 | 75.74 | 0.35 | 216.22 |
| 27 | 175 | 75 | 75 | 83.60 | 0.37 | 222.73 |
| 28 | 200 | 25 | 25 | $7200.00^{(3)}$ | $7200.00^{(3)}$ | 1.00 |
| 29 | 200 | 25 | 50 | $7200.00^{(3)}$ | $7200.00^{(3)}$ | 1.00 |
| 30 | 200 | 25 | 75 | $7200.00^{(3)}$ | $7200.00^{(3)}$ | 1.00 |
| 31 | 200 | 50 | 25 | 263.15 | 37.91 | 6.92 |
| 32 | 200 | 50 | 50 | 576.81 | 54.58 | 10.39 |
| 33 | 200 | 50 | 75 | 504.95 | 44.11 | 11.65 |
| 34 | 200 | 75 | 25 | 107.89 | 0.53 | 203.68 |
| 35 | 200 | 75 | 50 | 128.78 | 0.53 | 245.02 |
| 36 | 200 | 75 | 75 | 161.21 | 081.01 | 42.74 |
|  | Geom. Mean |  |  | 290.24 |  |  |

## 6. Conclusions

We solved the quadratic stable set problem (QSSP) via BDD-based optimization contributing with both a BDD representation and an adapted hybrid BDD-MIP solver for the problem. We performed extensive computational experiments to compare the proposed hybrid method with other general optimization paradigms such as a semidefinite-based solver and two leading commercial MIP solvers with QP capabilities. We have shown that the hybrid BDD-MIP provides state-of-the-art results for solving the QSSP.

In addition, the BDD-based optimization technology shows high flexibility to represent quadratic problems. One important distinction of the proposed BDD representation is that it does not assume any special structure for the quadratic cost matrix which is an usual assumption in quadratic programming. Indeed, the proposed modeling to handle the quadratic profits in the state variables could be extended to any binary quadratic programming model where the Markov property holds in the conceptual DP model used to compile the decision diagram. We also contribute with a machine learning application to cast an algorithmic question within the hybrid BDD-MIP into a classification task. In an offline fashion, we train a classifier that is invoked, on-the-fly, by the hybrid algorithm to guide the exploration.

Therefore, when tackling an optimization problem, if both a representation from a different paradigm such as MIP or SDP and a mechanism to identify complementarity are available, a BDD-based hybrid approach could stand up as an effective solving method. This work opens up more research avenues where DD-based approaches, integrated methods, and machine learning are considered
to tackle other quadratic combinatorial optimization problems.
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## Appendix A. Extended computational experiments associated with Table 2 and Table 3

Tables A.4, A.5, and A. 6 present the extended computational experiments associated with the summarized Table 2 which is discussed in Section 5. Columns 1,2 , and 3 are associated to the instance properties, size $n$, density $p$, and percentage of positive coefficients in $Q v$, respectively. Columns 4 and 5 correspond to the instance id for a given $n-p-v$ and the optimal objective value. Columns $6,7,8,9$, and 10 , present the solving time when using BiqCrunch, CPLEX linearizing, CPLEX non-linearizing, Gurobi, and the Hybrid BDD-MIP, respectively. The time limit is set to 7,200 seconds. Finally, column 11 presents the speedup obtained by the BDD-MIP algorithm with respect to the best solving time between all the benchmarks.

Similarly, Tables A.7, A.8, and A. 9 present the extended computational experiments on larger instances with size $n \in\{175,200,250\}$ associated with the summarized Table 3 which is discussed in Section 5. Columns 1, 2, and 3 are associated to the instance properties, size $n$, density $p$, and percentage of positive coefficients in $Q(v)$, respectively. Column 4 corresponds to the instance id for a given $n-p-v$. Columns $5,6,7$, and 8 are associated with Gurobi and present the best lower bound (LB), the best upper bound (UB), the optimality gap (calculated as (UB-LB)/UB), and the computing time. Columns 9, 10, 11, 12,13 , and 14 are related to the hybrid BDD-MIP. They present, in order from 9 to 14 , the number of BDD nodes explored, the number of BDD nodes pruned by the MIP solver, the best lower bound (LB), the best upper bound (UB), the optimality gap, and the computing time, respectively. The time limit is set to 7,200 seconds. Finally, column 15 presents the speedup obtained by the BDD-MIP algorithm with respect to Gurobi.

Table A.4: Comparison between the hybrid BDD-MIP algorithm and other optimization paradigms for the QSSP

| $n$ | $p$ | Instance |  |  | BiqCrunchCPU (s) | CPLEX |  | GurobiCPU (s) | $\begin{array}{r} \text { Hybrid } \\ \text { BDD-MIP } \\ \text { CPU (s) } \end{array}$ | Speedups <br> best benchmark |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  | Linearize <br> CPU (s) | Not Linearize CPU (s) |  |  |  |
|  |  | $v$ | \# | Opt. Value |  |  |  |  |  |  |
| 100 | 25 | 25 | 1 | 882 | 525.68 | 234.79 | 83.75 | 62.26 | 17.22 | 3.62 |
| 100 | 25 | 25 | 2 | 813 | 1106.77 | 318.86 | 130.86 | 97.60 | 25.49 | 3.83 |
| 100 | 25 | 25 | 3 | 792 | 1785.48 | 264.29 | 124.78 | 94.40 | 30.80 | 3.06 |
| 100 | 25 | 50 | 1 | 2576 | 7200.00 | 845.72 | 119.33 | 259.56 | 23.68 | 5.04 |
| 100 | 25 | 50 | 2 | 2468 | 7200.00 | 662.94 | 163.72 | 369.53 | 40.01 | 4.09 |
| 100 | 25 | 50 | 3 | 2509 | 7200.00 | 676.46 | 132.64 | 233.55 | 44.78 | 2.96 |
| 100 | 25 | 75 | 1 | 4758 | 7200.00 | 1257.45 | 1516.95 | 189.03 | 175.52 | 1.08 |
| 100 | 25 | 75 | 2 | 4877 | 7200.00 | 951.13 | 1606.76 | 218.82 | 168.34 | 1.30 |
| 100 | 25 | 75 | 3 | 5014 | 7200.00 | 819.99 | 1042.85 | 144.14 | 157.21 | 0.92 |
| 100 | 50 | 25 | 1 | 607 | 831.41 | 17.61 | 10.35 | 10.89 | 0.68 | 15.22 |
| 100 | 50 | 25 | 2 | 459 | 814.58 | 18.94 | 9.90 | 11.64 | 0.70 | 14.14 |
| 100 | 50 | 25 | 3 | 542 | 842.47 | 18.30 | 8.76 | 10.74 | 0.78 | 11.23 |
| 100 | 50 | 50 | 1 | 1163 | 4100.00 | 48.09 | 13.00 | 11.46 | 0.80 | 14.33 |
| 100 | 50 | 50 | 2 | 1138 | 4493.42 | 55.01 | 11.72 | 10.36 | 0.80 | 12.95 |
| 100 | 50 | 50 | 3 | 1002 | 5902.90 | 60.56 | 15.78 | 13.08 | 0.90 | 14.53 |
| 100 | 50 | 75 | 1 | 1829 | 7038.16 | 90.58 | 29.85 | 12.72 | 0.73 | 17.42 |
| 100 | 50 | 75 | 2 | 2047 | 5948.31 | 84.30 | 27.43 | 14.38 | 0.70 | 20.54 |
| 100 | 50 | 75 | 3 | 1748 | 7046.40 | 93.89 | 34.25 | 16.02 | 0.78 | 20.54 |

Table A.5: (Continued) Comparison between the hybrid BDD-MIP algorithm and other optimization paradigms for the QSSP

| $n$ | $p$ | Instance |  |  | BiqCrunch <br> CPU (s) | CPLEX |  | GurobiCPU (s) | $\begin{array}{r} \text { Hybrid } \\ \text { BDD-MIP } \\ \text { CPU (s) } \end{array}$ | Speedups <br> vs. best benchmark |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  | LinearizeCPU (s) | Not Linearize CPU (s) |  |  |  |
|  |  | $v$ | \# | Opt. Value |  |  |  |  |  |  |
| 100 | 75 | 25 | 1 | 267 | 527.32 | 5.04 | 4.68 | 1.01 | 0.05 | 20.20 |
| 100 | 75 | 25 | 2 | 378 | 440.87 | 3.19 | 3.86 | 0.97 | 0.06 | 16.17 |
| 100 | 75 | 25 | 3 | 273 | 417.62 | 3.45 | 4.00 | 1.12 | 0.06 | 18.67 |
| 100 | 75 | 50 | 1 | 483 | 1435.61 | 15.82 | 4.69 | 1.57 | 0.05 | 31.40 |
| 100 | 75 | 50 | 2 | 507 | 1335.20 | 18.28 | 3.96 | 1.52 | 0.06 | 25.33 |
| 100 | 75 | 50 | 3 | 525 | 1299.99 | 17.90 | 4.13 | 1.61 | 0.06 | 26.83 |
| 100 | 75 | 75 | 1 | 607 | 1255.21 | 29.69 | 5.95 | 1.66 | 0.05 | 33.20 |
| 100 | 75 | 75 | 2 | 757 | 1148.03 | 36.99 | 6.14 | 1.79 | 0.05 | 35.80 |
| 100 | 75 | 75 | 3 | 843 | 1084.15 | 24.79 | 6.28 | 1.67 | 0.06 | 27.83 |
| 150 | 25 | 25 | 1 | 1248 | 7200.00 | 5638.62 | 7200.00 | 1749.09 | 531.48 | 3.29 |
| 150 | 25 | 25 | 2 | 1229 | 7200.00 | 4117.49 | 5267.68 | 1726.29 | 585.53 | 2.95 |
| 150 | 25 | 25 | 3 | 1116 | 7200.00 | 4572.44 | 7200.00 | 1348.20 | 565.40 | 2.38 |
| 150 | 25 | 50 | 1 | 3322 | 7200.00 | 7200.00 | 7200.00 | 7200.00 | 824.74 | 8.73 |
| 150 | 25 | 50 | 2 | 3016 | 7200.00 | 7200.00 | 7200.00 | 7200.00 | 1078.56 | 6.68 |
| 150 | 25 | 50 | 3 | 3225 | 7200.00 | 7200.00 | 7200.00 | 6356.28 | 761.80 | 8.34 |
| 150 | 25 | 75 | 1 | 6962 | 7200.00 | 7200.00 | 7200.00 | 7200.00 | 2490.08 | 2.89 |
| 150 | 25 | 75 | 2 | 6438 | 7200.00 | 7200.00 | 7200.00 | 7200.00 | 3295.71 | 2.18 |
| 150 | 25 | 75 | 3 | 6332 | 7200.00 | 7200.00 | 7200.00 | 7200.00 | 3090.42 | 2.33 |

Table A.6: (Continued) Comparison between the hybrid BDD-MIP algorithm and other optimization paradigms for the QSSP

| $n$ | $p$ | Instance |  |  | BiqCrunch <br> CPU (s) | CPLEX |  | Gurobi$\mathrm{CPU}(\mathrm{~s})$ | Hybrid <br> BDD-MIP <br> CPU (s) | Speedups <br> vs. best benchmark |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  | Linearize <br> CPU (s) | Not Linearize CPU (s) |  |  |  |
|  |  | $v$ | \# | Opt. Value |  |  |  |  |  |  |
| 150 | 50 | 25 | 1 | 665 | 6303.99 | 133.97 | 123.42 | 46.13 | 7.29 | 6.33 |
| 150 | 50 | 25 | 2 | 627 | 7200.00 | 134.50 | 135.07 | 44.77 | 7.85 | 5.70 |
| 150 | 50 | 25 | 3 | 642 | 7200.00 | 121.71 | 148.43 | 47.13 | 7.22 | 6.53 |
| 150 | 50 | 50 | 1 | 1500 | 7200.00 | 1166.65 | 168.72 | 82.57 | 7.03 | 11.75 |
| 150 | 50 | 50 | 2 | 1317 | 7200.00 | 1134.84 | 188.60 | 108.58 | 7.20 | 15.08 |
| 150 | 50 | 50 | 3 | 1322 | 7200.00 | 1251.19 | 189.40 | 97.30 | 7.94 | 12.25 |
| 150 | 50 | 75 | 1 | 2377 | 7200.00 | 804.81 | 540.03 | 89.54 | 6.52 | 13.73 |
| 150 | 50 | 75 | 2 | 2053 | 7200.00 | 2937.07 | 633.60 | 102.46 | 7.26 | 14.11 |
| 150 | 50 | 75 | 3 | 2293 | 7200.00 | 1516.94 | 573.47 | 82.39 | 6.70 | 12.30 |
| 150 | 75 | 25 | 1 | 451 | 2235.84 | 40.68 | 20.91 | 4.67 | 0.21 | 22.24 |
| 150 | 75 | 25 | 2 | 384 | 2971.97 | 34.10 | 23.21 | 4.61 | 0.21 | 21.95 |
| 150 | 75 | 25 | 3 | 347 | 3478.83 | 46.26 | 25.14 | 39.25 | 0.21 | 119.71 |
| 150 | 75 | 50 | 1 | 787 | 7200.00 | 79.54 | 25.75 | 44.67 | 0.18 | 143.06 |
| 150 | 75 | 50 | 2 | 873 | 7082.92 | 69.25 | 24.54 | 39.15 | 0.19 | 129.16 |
| 150 | 75 | 50 | 3 | 663 | 7200.00 | 88.54 | 29.18 | 45.32 | 0.20 | 145.90 |
| 150 | 75 | 75 | 1 | 895 | 7200.00 | 94.96 | 38.96 | 36.14 | 0.20 | 180.70 |
| 150 | 75 | 75 | 2 | 877 | 7200.00 | 99.28 | 37.58 | 65.96 | 0.22 | 170.82 |
| 150 | 75 | 75 | 3 | 888 | 7200.00 | 67.40 | 39.20 | 44.73 | 0.21 | 186.67 |

Table A.7: Comparison between the hybrid BDD-MIP and Gurobi for QSSP instances with $n \in\{175,200,250\}$


Table A.8: (Continued) Comparison between the hybrid BDD-MIP and Gurobi for QSSP instances with $n \in\{175,200,250\}$


Table A.9: (Continued) Comparison between the hybrid BDD-MIP and Gurobi for QSSP instances with $n \in\{175,200,250\}$



[^0]:    ${ }^{1}$ Recently, CPLEX version 12.10 incorporates a ML algorithm to make this decision.

