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#### Abstract

Binary quadratic programming (BQP) is a class of combinatorial optimization problems comprising binary variables, quadratic objective functions, and linear/nonlinear constraints. This paper examines a unified framework to reformulate a BQP problem with linear constraints to a new BQP with an exponential number of variables defined on a graph. This framework relies on the concept of stars in the graph to split the quadratic costs into adjacent and nonadjacent components indicating in-star and out-of-star interactions. We exploit the star-based structure of the new reformulation to develop a decompositionbased column generation algorithm. In our computational experiments, we evaluate the performance of our methodology on different applications with different quadratic structures. The quadratic component of the problem is dealt with in the column generation master problem and its subproblem. Results indicate the superiority of the framework over one of the state-of-the-art solvers, GUROBI, when applied to various benchmark reformulations with adjacent-only or sparse quadratic cost matrices. The framework outperforms GUROBI in terms of both dual bound and computational time in almost all instances.
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## 1. Introduction

Binary quadratic programming $(\mathrm{BQP})$ is a large class of combinatorial optimization problems that arise from modeling real-life applications, for example, in management, engineering, logistics, and network design (Punnen et al. 2019). Given graph $G=(V, E)$ with node set $V=\{1,2, \ldots,|V|\}$ and edge set $E=\{1,2, \ldots, m\}$, a BQP problem with linear constraints on graph $G$ can be specified using a quadratic cost matrix $\boldsymbol{q} \in \mathbb{R}^{m \times m}$ and a linear cost vector $\boldsymbol{c} \in \mathbb{R}^{m}$ and is formulated as follows:

$$
\begin{equation*}
\mathrm{BQP}: \min \quad \sum_{e \in E} c_{e} x_{e}+\sum_{(e, f) \in \mathcal{E}} q_{e f} x_{e} x_{f} \tag{1}
\end{equation*}
$$

$$
\text { s.t. } \quad x \in X,
$$

where $X \subseteq\{0,1\}^{m}$ is the set of feasible binary vectors and $\mathcal{E}=\{(e, f) \in E \times E: e<f\}$. Without loss of generality, we only consider the symmetric quadratic costs in the objective function as one can replace $q_{e f}$ and $q_{f e}$ by their average $\left(q_{e f}+q_{f e}\right) / 2$ for the case of asymmetric quadratic costs. Note that the matrices and vectors are shown in bold text throughout the paper.

Many quadratic combinatorial optimization problems can be naturally formulated in this fashion. Some important examples include the quadratic assignment problem (Çela 2013), the quadratic knapsack problem (Pisinger 2007), the quadratic traveling salesman problem (Fischer 2014, Rostami et al. 2016, Punnen et al. 2017), the quadratic shortest path problem (Hu and Sotirov 2018, Rostami et al. 2018), the quadratic spanning tree problem (Assad and Xu 1992,

Rostami and Malucelli 2015, Pereira and da Cunha 2020), and the quadratic set covering problem (Escoffier and Hammer 2007, Punnen et al. 2019).

The main difficulty of solving BQP stems from the quadratic structure of the objective function rather than the combinatorial nature of the problem. For example, when $X=\{0,1\}^{m}$, problem (1) is equivalent to unconstrained quadratic binary optimization and hence to the max-cut problem, which is NP-hard (Barahona 1983). In general, BQP problems are NP-hard, even if the linear optimization problem over the same feasible set is tractable. This is the case for many BQP problems, including the quadratic spanning tree problem (Assad and Xu 1992 ) and the quadratic assignment problem (Çela 2013), although their linear counterparts are polynomially solvable.

One way to deal with the challenges of BQP is to identify patterns and structures in the objective function, constraint matrices, or instances (Punnen et al. 2017, Bettiol et al. 2022). In this paper, we employ such a technique to exploit the structure of the quadratic cost matrix $q$. Our methodology relies on splitting the quadratic cost $q$ into (i) in-star interactions in which the quadratic costs between adjacent edges are investigated and (ii) out-of-star interactions corresponding to the quadratic costs between nonadjacent edges. This leads to a new reformulation of BQP with exponentially many variables, each associated with a star in G. Inspired by the star-reformulation of Pereira et al. (2013) for the adjacent (QMSTP) spanning tree problem, we develop a column generation (CG) to derive bounds for some classes of BQPs with different levels of in-star and out-of-star quadratic costs.

### 1.1. Literature Review

One of the most natural ways to solve the BQP problems with an exact method is to linearize the quadratic terms of the model and solve the resulting mixed-integer linear programming (MILP) using state-of-the-art solvers. The standard linearization technique (SLT) is one of the most well-known linearizations in the literature of BQPs (Glover and Woolsey 1974). However, two main concerns appear when dealing with the MILP reformulation: the increased size of the problem (in terms of variables and constraints) and the quality of the obtained dual bounds. There have been many attempts to deal with these concerns in the literature. Adams and Sherali (1990), Adams and Forrester (2005), and Sherali and Smith (2007) provide different reduced-size MILP reformulations of the BQP, while Liberti (2007) introduces a compact linearization approach for a general class of binary quadratic problems subject to assignment constraints. This approach is then revised in Mallach (2018) by proposing two new necessary and sufficient conditions to achieve consistent linearization for this class of problems. In another study, Jünger and Mallach (2021) investigate the solution methods proposed in the literature for unconstrained BQPs based on linear programming (LP). They provide some enhancements to the algorithm of the central separation problem arising in solving these problems. Following this study, Charfreitag et al. (2022) present a solver called McSparse, based on a branch-and-cut algorithm to obtain exact solutions for sparse unconstrained binary quadratic programming problems. Furthermore, Hahn et al. (2012), Sherali and Adams (2013), and Rostami and Malucelli (2015) develop the reformulation-linearization technique (RLT), which generally provides stronger MILP reformulations. Recently, Mallach (2023) investigated the effectiveness of the inductive linearization technique for some applications of BQPs. Mallach (2023) represents that although this linearization technique is more compact in terms of constraints, the continuous relaxation is at least as tight as the standard linearization technique.

Semidefinite programming (SDP), quadratic reformulation, and cutting-plane methods are alternative approaches used to generate strong relaxations of BQP. In SDP, which is considered an extension of MILP reformulations, nonnegativity constraints are replaced by positive semidefiniteness constraints (Helmberg et al. 2000, Lemaréchal and Oustry 2001). In quadratic reformulations, one must alter the objective function of a BQP problem and transform it into an equivalent convex/nonconvex BQP problem to generate tighter dual bounds (Billionnet et al. 2009, Rostami et al. 2023). The use of valid inequalities, which are generated and added in a cutting-plane fashion, is another approach commonly adopted in the literature (Fischer 2014).

Another relevant approach to obtain a stronger reformulation for the BQP is to use decomposition techniques. Variants of decompositions such as Lagrangian decomposition, graph partitioning, and CG methods are employed to explore the bounds of unconstrained BQP problems (Mauri and Lorena 2011, 2012). For constrained BQP problems, Chen et al. (2018) represent bounds for the BQP using a Lagrangian-based heuristic method. Some examples of using decompositions to tackle the problem of investigating bounds for some specific BQP problems are observed for the quadratic knapsack problem and the minimum spanning tree problem (Billionnet and Soutif 2004, Pereira and da Cunha 2020).

There are a few papers in the literature reformulating a BQP model for a specific application into a MILP with an exponential number of variables, which is solved by CG. Aloise et al. (2010) reformulate the mixed 0-1 quadratic programming model of the modularity maximization problem and solve the reformulation using a stabilized CG. In a related study, a CG heuristic is used in a districting problem to produce the best territories for the purpose of financial product pricing (De Fréminville et al. 2015). Rostami et al. (2016) propose a lower bounding procedure for the
asymmetric quadratic traveling salesman problem. They reformulate the problem as a MILP with an exponential number of cycles as variables and solve the relaxation using a CG. Recently, Yarkony et al. (2020) developed an extended MILP formulation for correlation clustering. They consider solving correlation clustering for several computer vision applications through CG, Benders decomposition, and dynamic programming (DP).

The works most closely related to our study are the papers devoted to the reformulation of the adjacent-only quadratic minimum spanning tree problem (AQMSTP) to a MILP and solution algorithms applied to solve the reformulation. More specifically, a star-reformulation is introduced in Pereira et al. (2013) based on the concept of stars in graph theory to reformulate the AQMSTP by a stronger LP. Then, an algorithm based on dynamic column and row generation is proposed to determine the dual bounds of the problem. In another study, Pereira et al. (2015) present a branch-and-cut-and-price algorithm based on this reformulation of the AQMSTP and a branch-and-cut algorithm based on projecting out the decision variables of this model. There are also other reformulations and algorithms for the AQMSTP in the literature based on the proposed star-based model (e.g., Pereira and da Cunha 2018, 2020).

In recent years, identifying patterns and structures inherent in large-scale optimization problems and using them to efficiently tackle these real-life problems have drawn researchers' attention. Exploring the constraint matrix structures (Punnen et al. 2019), finding important patterns in a specific problem class (Khaniyev 2018), and revealing the structure of a data instance related to a large-scale problem (Khaniyev et al. 2020) are among the notable techniques in this area. One of the structures explored in the MILP literature is the singly bordered block diagonal (BBD) structure. Exploiting this structure in the constraint matrices of a MILP leads to Dantzig-Wolfe (DW) decomposition, Lagrangian relaxation, and branch-and-price (Bergner et al. 2015, Khaniyev et al. 2018). Bergner et al. (2015) provide a computational proof-of-concept to show that the DW reformulation can be automated and applied to all MILPs by exploiting and rearranging the structure of the constraint's matrix in various ways. They suggest a score to measure the quality of each decomposition and identify the most useful one for the DW reformulation of a mixed-integer programming (MIP). To our knowledge, there are few methodological studies concerning structures in BQP problems. Bettiol et al. (2022) tackle BQP from the CG perspective and construct an approach to study the structure of block-decomposable problems in BQP. They present two types of relaxations that acquire strong lower bounds (LBs) for general BQP and blockdecomposable BQP specifically. The relaxations are based on DW reformulation, although CG is used as their solution method. In addition, some studies explore the linearizability of the quadratic cost matrices. Punnen et al. (2017) investigate the structure of quadratic cost matrices to propose necessary and sufficient conditions for linearizability of the quadratic traveling salesman problem. In another related work, Hu and Sotirov (2021) present a linearization-based lower bounding scheme applicable to several $B Q P$ problems using a certificate for a quadratic function to be nonnegative on the feasible set.

To the best of our knowledge, the idea of exploring the effectiveness of the star-reformulation on more general cases rather than the AQMSTP has not been investigated in the literature. Our major focus here is to explore the generalizability and usability of this reformulation by splitting the quadratic cost to model and solve more general problems in BQP.

### 1.2. Main Contributions

Our main contributions are summarized as follows:

- We investigate the idea of the star-reformulation proposed for the AQMSTP in the literature on the adjacentonly BQP problems. Moreover, we show how to exploit such a structure to split the general BQP problems' quadratic costs into adjacent and nonadjacent components.
- We develop a CG for each specific reformulation to derive valid dual bounds.
- To demonstrate the potential of the star-reformulation, the cost-splitting framework, and the solution methodology, we consider three BQP problems (quadratic semi-assignment, adjacent-only quadratic semi-assignment, and multiple object tracking (MOT)) whose reformulations lead to different master problems and pricing subproblems, that is, (i) quadratic master problem and unconstrained BQP pricing subproblem, (ii) linear programming master problem and unconstrained BQP pricing subproblem, and (iii) linear programming master problem and constrained BQP pricing subproblem.
- We perform extensive computational experiments to evaluate the proposed reformulations and CG algorithms on the adjacent-only and general BQP problems. The special quadratic matrix structure of adjacent-only BQPs and BQP problems with sparse quadratic costs derive the most significant benefit from the star-reformulation and the proposed splitting framework.

The rest of the paper is organized as follows. In Section 2, we present the idea of star-reformulation and introduce the adjacent-only BQP class of problems. Section 3 corresponds to the proposed cost-splitting framework, and then we explain a column generation to solve the reformulation. Section 4 is dedicated to presenting and reformulating one BQP example to evaluate the cost-splitting reformulation and two adjacent-only BQP problems, the adjacent-only
quadratic semi-assignment problem (AQSAP) and MOT, as our illustrative examples to generalize star-reformulation. Finally, in Section 5, we explain our test sets and display the computational results from the introduced problems, and in Section 6, we wrap up the paper and provide some future possible directions for research.

## 2. Star-Reformulation for Adjacent-Only BQP Problems

In many real-life applications modeled as BQP on graphs, the quadratic costs appear only between adjacent edges. As such, interaction costs are zero for pairs of edges that do not share a common endpoint. Some notable examples include the adjacent-only quadratic minimum spanning tree problem (Pereira et al. 2013, Pereira and da Cunha 2020), the quadratic traveling salesman problem (Fischer 2014, Punnen et al. 2017), the adjacent quadratic assignment problem (Fischer et al. 2009), the adjacent quadratic shortest path problem (Rostami et al. 2015, Hu and Sotirov 2018), and variants of the correlation clustering and the modularity maximization problems (Bonizzoni et al. 2008, Aloise et al. 2010, Yarkony et al. 2020).

To exploit such a unique structure in developing a solution strategy, we follow Pereira et al. (2013) to reformulate the adjacent-only BQP to a new model with exponentially many variables based on the concept of stars in a graph. To this end, we first provide some notations to introduce the concept in Section 2.1 and then present the star-based reformulation in Section 2.2. For further information on the star-reformulation, we refer the readers to Pereira et al. (2013), where the idea is introduced for the adjacent-only QMSTP.

### 2.1. Definitions

Consider the BQP problem on graph $G=(V, E)$ in (1). Without loss of generality, we assume that $V=N \cup H$ where $N$ and $H$ are disjoint sets. We also take into account the possibility of $N$ being an empty set. Thus, in this situation, the set $V$ is equal to the set $H$. For each $v \in H$, we define $\delta(v) \subseteq E$ as the set of edges incident to node $v$ and let $A=\cup_{v \in H} \delta(v)$ be the set of all edges with exactly one endpoint in $H$, considering exceptionally, when the set $N$ is empty, both endpoints of all edges of the related graph are thereby included in $H$. So, if $N \neq \emptyset, A$ is the set of edges with exactly one endpoint in $H$, and if $N=\emptyset$, then $A=E$.

Two distinct edges of $A$, say $e=\{i, j\}$ and $f=\{k, \ell\}$, are adjacent if they share a common endpoint $v$ in $H$, that is, if $\{i, j\} \cap\{k, \ell\}=v \in H$. We denote by $\mathcal{A}$ the set of distinct pairs of adjacent edges in $A$ :

$$
\begin{equation*}
\mathcal{A}=\{(e, f) \in A \times A: e=\{i, j\}, f=\{k, \ell\},\{i, j\} \cap\{k, \ell\}=v \in H\} \tag{2}
\end{equation*}
$$

The graphs indicated in Figure 1 illustrate the concept of adjacent edges by defining sets $A$ and $\mathcal{A}$.
These definitions will lead to the following definition for the star-shaped subgraph $s$. That is, for each $v \in H$ we define a star $s$ centered at node $v$ as any subset of $\delta(v)$ whose elements are in the set $A$, including an empty set, and let $S^{v}$ be the set of all stars centered at node $v$. The mathematical representation of the aforementioned definitions can be expressed as

$$
S^{v}=\{s: s \subseteq(\delta(v) \cap A)\} .
$$

Therefore, $S=\cup_{v \in H} S^{v}$ includes all the possible stars centered at nodes $v \in H$ in the graph. As an example, in the left graph of Figure $1, s=\{e, f, g, d\}$ is the largest possible star centered at node 1 . Note that as both endpoints of the edge $c$ are in the set $H$, this edge is not included in any possible star of this graph.

### 2.2. Star-Reformulation

In the adjacent-only cases, interaction costs are zero for pairs of edges that do not share a common endpoint in the defined subset $H$. Because of Equation (2), in this BQP class, the quadratic cost $q$ for the pairs of edges $(e, f)$ that are not

Figure 1. Two Examples of Graphs to Demonstrate the Concepts of Set $A$, Adjacency Set $\mathcal{A}$, and Star $s$


[^0]covered by the set $\mathcal{A}$ is zero. Based on the represented concepts and the fact that each star $s \in S$ consists of a subset of pairs in $\mathcal{A}$, we can reformulate an adjacent-only BQP problem in terms of stars. For each $s \in S$ let $C_{s}=\sum_{e \in s} c_{e}+$ $\sum_{e, f \in s} q_{e f}$ represent the total linear and quadratic cost of star $s$. We define a new binary decision variable $\lambda_{s}$ for each star $s \in S$ to indicate if the corresponding star $s$ is included in the solution of the BQP problem or not. We also denote $\mathcal{F}$ to depict the feasible space of the problem. By preserving the definition of variable $x \in X$, we provide the following starbased reformulation:
\[

$$
\begin{array}{ll}
\min & \sum_{s \in S} C_{s} \lambda_{s}+\sum_{e \in E \in \mid A} C_{e} x_{e} \\
\text { s.t. } & (\boldsymbol{x}, \boldsymbol{\lambda}) \in \mathcal{F}(\boldsymbol{x}, \boldsymbol{\lambda}) \\
& \boldsymbol{x} \in\{0,1\}^{m} \\
& \boldsymbol{\lambda} \in\{0,1\}^{|S|} \tag{6}
\end{array}
$$
\]

The objective function of the reformulation minimizes the total cost of the problem and consists of two different parts. The first part corresponds to the cost of star $s$, including the linear costs of the edges inside the star and the interaction between adjacent edges of that star. The second term of the objective function reflects the linear cost of the edges which are not incorporated in any possible star. Constraint (4) links the feasible region of the problem to the stars by coupling the original variables $\boldsymbol{x}$ and new variables $\boldsymbol{\lambda}$. It can also include the constraints which are only related to the variables $\boldsymbol{\lambda}$ and the constraints which are only associated with variables $x$. We assume, without loss of generality, that such linking constraints can always be found, because for each $v \in H$ and each $e \in \delta(v)$, there exist parameters $b_{e s} \in[0,1]$ such that $x_{e}=\sum_{s \in S^{v}} b_{e s} \lambda_{s}$ (e.g., see Section 4). Because some of the constraints in the original model can be included in the definition of the star in this reformulated counterpart, the $x$-only constraints can be considered as a subset of $X$ in (1).

To elaborate on the star-reformulation, consider the right graph of Figure 1. In this graph, a given set of star centers $(H)$ potentially comprises the whole node set of the graph $(V)$ (i.e., $H=V$ ). Intuitively, for BQP problems with this property, set A contains all the graph's edges. To illustrate this, consider the AQMSTP (Assad and Xu 1992), in which the set $H$ is equal to all nodes of the graph $(N=\emptyset)$. Thus, in the reformulated model of the AQMST of Pereira et al. (2013), the objective function consists of only a linear term to represent the cost of stars. Nonetheless, in the left graph of Figure 1 , some of the nodes are not considered as possible star centers ( $N \neq \emptyset$ ), so we keep the second term of the reformulation's objective function to demonstrate the linear cost of the edges which are not included in any possible star. In this study, we employ the star-reformulation to model two applications; more details on modeling and solution methodology are presented in Section 4.

## 3. Cost-Splitting and Star-Reformulation for General BQP Problems

In order to tackle the complexity of the general BQP problem of (1) using decomposition and inspired by the idea of the star-reformulation of Section 2, we propose a cost-splitting framework to reformulate BQP problems. Our methodology relies on the concept of star structures to partition the objective function of (1) at any feasible solution $\bar{x}$ into four parts: in-star linear costs, out-of-star linear costs, in-star quadratic costs, and out-of-star quadratic costs. More precisely, given a feasible solution $\bar{x}=\left(\bar{x}_{1}, \bar{x}_{2}, \ldots, \bar{x}_{m_{1}}, \ldots, \bar{x}_{m}\right) \in X \subseteq\{0,1\}^{m}$, we can rewrite it as $\bar{x}=\left(\bar{x}^{1}, \bar{x}^{2}\right)$ with $\bar{x}^{1} \in\{0,1\}^{m_{1}}$ and $\bar{x}^{2} \in\{0,1\}^{m-m_{1}}$ and where $\bar{x}^{1}$ is related to feasible solutions of edges in set $A$ and $\bar{x}^{2}$ stands for feasible solutions of edges in $E \backslash A$. Therefore, the objective function of (1) at $\bar{x}$ can be written as

$$
\sum_{e \in A} c_{e} \bar{x}_{e}+\sum_{e \in E \backslash A} c_{e} \bar{x}_{e}+\sum_{(e, f) \in \mathcal{A}} q_{e f} \bar{x}_{e} \bar{x}_{f}+\sum_{(e, f) \in \mathcal{E} \backslash \mathcal{A}} q_{e f} \bar{x}_{e} \bar{x}_{f} .
$$

As presented in Section 2, the first and third terms of this formula together depict the costs of inside stars, whereas the last term as a quadratic cost is associated with the interaction between pairs of nonadjacent edges. Therefore, the cost-splitting reformulation of the BQP problem of (1) is proposed below where the constraints are maintained as in (4)-(6):

$$
\begin{equation*}
\min \sum_{s \in S} C_{s} \lambda_{s}+\sum_{e \in E \backslash A} c_{e} x_{e}+\sum_{(e, f) \in \mathcal{E} \backslash A} q_{e f} x_{e} x_{f} \tag{7}
\end{equation*}
$$

s.t. (4)-(6).

Although modeling BQP problems based on separating adjacent edge interactions and nonadjacent edge interactions is the principal notion behind the proposed model, each term of the objective function can potentially be eliminated based on the specific problem structure in different applications. Nonetheless, we keep the first term of the objective function as the basis of our reformulation. As an example, in the quadratic minimum spanning tree (QMST) problem
(Assad and Xu 1992), because the quadratic cost comprises the interactions between all pairs of edges (adjacent and nonadjacent) and the set of possible star centers consists of the complete node set $V$, in the objective function of the cost-splitting reformulated model of the QMST problem, we incorporate a linear term to represent the cost of stars and a quadratic term for interactions between nonadjacent edges. Another notable example is the uncapacitated single allocation $p$-Hub median problem (USApHMP) (O'Kelly 1987, Meier et al. 2016), which can be formulated as a BQP problem. This problem can be reformulated using our star-based model, consisting of linear costs inside the possible stars and quadratic interactions between stars with different centers.

### 3.1. Column Generation Approach

The use of the star representation in the proposed reformulation of the BQP in (7)-(8) results in an exponential number of variables $\lambda_{s}, s \in S$. Pereira et al. (2013) suggest a column generation for the star-reformulation of the AQMST problem. Inspired by this idea, CG is applied to deal with the proposed cost-splitting of (7)-(8).

CG is an efficient iterative algorithm for providing dual bounds for problems with an exponential number of variables (columns) (Dantzig and Wolfe 1960). In each iteration of the algorithm, it solves one restricted master problem (RMP), which is the problem restricted to a small subset of the variables, and one or several pricing subproblems. Using the dual information of the RMP, the pricing subproblem is solved to verify the optimality of the master problem and the CG algorithm stops if the optimality condition is satisfied. Otherwise, one or more new variables determined by the subproblem will be added to the RMP and the updated RMP will be solved in the new iteration.

Because the generic reformulation (7)-(8) is a nonconvex quadratic problem, the standard CG procedure cannot be directly applied. If the model is convex, meaning that the matrix $\boldsymbol{q}$ is positive semidefinite, then the underlying nature of that problem brings out either a convex quadratic subproblem or a convex quadratic master problem. In the case of a convex RMP, the primal and dual solutions of the RMP can be obtained by state-of-the-art solvers. However, in our proposed framework, we do not restrict the definition of $\boldsymbol{q}$ to positive semidefinite matrices. Therefore, one has to deal with the quadratic term of the objective function. Different types of convexification (Billionnet et al. 2009), linearization, semidefinite programming relaxation, and BQP relaxation for block-decomposable problems (Bettiol et al. 2022) are alternative options for handling the BQP master problem. Nevertheless, some of these methods require additional complex constraints and variables which may adversely affect their performance. Our approach is based on the idea of converting the quadratic cost to linear cost by separating the in-star and out-of-star costs and then replacing each of them by a linear term. Here, we follow linearization techniques to transform the quadratic objective function into an equivalent MILP. We define $y_{e f}$ as the linearized variable to replace the quadratic terms $x_{e} x_{f},(e, f) \in \mathcal{E} \backslash \mathcal{A}$, impose a set of linking constraints $\mathcal{P}(x, y)$ to guarantee $y_{e f}=x_{e} x_{f}$, and consider $\bar{S} \subseteq S$ as a subset of possible stars, so we obtain the following RMP for the LP relaxation of the problem:

$$
\begin{array}{ll}
\min & \sum_{s \in \bar{S}} C_{s} \lambda_{s}+\sum_{e \in E \backslash A} c_{e} x_{e}+\sum_{(e, f) \in \mathcal{E} \backslash \mathcal{A}} q_{e f} y_{e f} \\
\text { s.t. } & (x, \boldsymbol{\lambda}) \in \overline{\mathcal{F}}(x, \boldsymbol{\lambda}) \\
& (x, y) \in \mathcal{P}(x, y) \\
& y \in \mathbb{R}_{+}^{\mid(e, f) \in \mathcal{E} \backslash \mathcal{A |}} \\
& \boldsymbol{\lambda} \in[0,1]^{|\bar{S}|} \tag{13}
\end{array}
$$

where $\overline{\mathcal{F}}(x, \boldsymbol{\lambda})$ is a subset of $\mathcal{F}(x, \boldsymbol{\lambda})$ restricted to $\bar{S}$.
In each iteration, we add a subset of columns $s \in S \backslash \bar{S}$ which potentially improves the objective function of (9). To this end, we solve an auxiliary problem to find the most negative reduced cost column to add to the master problem. Thus, a column entering the basis can be found by computing the minimum reduced cost star with respect to the quadratic and linear costs of the edges inside the star.

According to the definition of the cost of stars $C_{s}$, the pricing subproblem can be either a linear problem or a BQP problem. In a simple setting, this subproblem can take the form of an unconstrained BQP (UBQP) problem. Nevertheless, it is possible that one must explicitly incorporate constraints in the binary quadratic subproblem in some specific applications. Given that the essence of solving a BQP problem exactly is NP-hard, intuitively adding columns with negative reduced cost without solving the subproblem to optimality can be a promising alternative when applying a CG algorithm. However, to provide a/some valid dual bound(s), we need to solve the subproblem to optimality (Aloise et al. 2010, De Fréminville et al. 2015). Specifically, in the case of a UBQP subproblem, several solution approaches based on greedy and heuristic methods are proposed to solve this problem (Kochenberger et al. 2014). Even in the case where the pricing is a constrained BQP problem and obtaining an exact solution is necessary, the size
of the problem is much smaller than the compact formulation in Section 1, meaning the problems are relatively easy to solve. In addition, when the subproblem is a constrained BQP problem, we have better options in terms of linearization techniques such as RLT to solve it exactly. In the following section, we use examples to demonstrate how to deal with each of these cases.

Although the model presented in (7)-(8) is a generic reformulation of the BQP, special structure assumptions for the quadratic matrix $q$ to have only adjacent quadratic costs offer promising properties for solving this type of problems. The third term of the objective function in (9) is therefore eliminated, and the stars interact with each other only through linear costs. The new formulation for this particular class is an integer linear problem, and consequently the constraints (11) and (12) are removed, leading to a model which is more tractable to solve than the generic model. Note that the quadratic interaction between two adjacent edges may depend on their common endpoint, or may be independent of it, resulting in different sparsity levels of the matrix $\boldsymbol{q}$.

## 4. Illustrative Examples

The objective of this section is to demonstrate how the star-reformulation, the cost-splitting framework, and the solution strategy described in Sections 2 and 3 can be applied to different BQP problems. To this end, we consider three BQP problems whose formulations lead to different master problems and pricing subproblems, described as follows:

- Quadratic master problem and unconstrained BQP pricing subproblem
- Linear programming master problem and unconstrained BQP pricing subproblem
- Linear programming master problem and constrained BQP pricing subproblem

We consider the quadratic semi-assignment problem (QSAP) as an example to demonstrate the performance of the cost-splitting idea in addition to two problems from the adjacent-only class of the BQP, the AQSAP and the MOT problem, to outline the computational advantages of the star-reformulation in this class. In the following subsections, we provide a brief description and literature review for each problem, as well as the compact BQP models. Then, we describe how to reformulate them as (7)-(8) and obtain dual bounds using our CG solution method.

### 4.1. QSAP

In this problem, we are given a set of clients $N=\{1, \ldots, n\}$ and a set of servers $H=\{1, \ldots, h\}$. Suppose there is a linear cost $c_{e}, e=\{i, j\}$, associated with the assignment of client $i \in N$ to server $j \in H$, and there is a quadratic cost $q_{e f}, e=\{i, j\}, f=\{k, l\}$, associated with the assignment of client $i \in N$ to server $j \in H$ and client $k \in N$ to server $l \in H$ simultaneously. We transfer this problem to the previously defined graph $G$, with the node set $V$ consisting of $n$ clients and $h$ servers and the edge set $E=\{(i, j) \mid i \in N, j \in H\}$. By recalling the concepts of Section 3, we define the binary decision variable as $x_{e}$. Hence, denoting by variable $x_{e}$ equals one if the edge $e$ is chosen (the client $i$ is assigned to server $j$ ), and zero otherwise, the BQP problem of semi-assignment on graphs is formulated as follows:

$$
\begin{array}{lll}
\min & \sum_{e \in A} c_{e} x_{e}+\sum_{(e, f) \in \mathcal{E}} q_{e f} x_{e} x_{f} \\
\text { s.t. } & \sum_{e \in \delta(i)} x_{e}=1 & \forall i \in N \\
& x_{e} \in\{0,1\} & \forall e \in E \tag{16}
\end{array}
$$

The QSAP has a variety of applications in the area of scheduling (Stone 1977, Chrétienne 1989) and partitioning (Hansen and Lih 1992). The hub network design problem is also considered as a special case of the QSAP (Saito et al. 2009). The problem is known to be NP-hard, and solving it even for small-size instances is very time-consuming (Sahni and Gonzalez 1976, Magirou and Milis 1989, Malucelli 1996). Using RLT is a common approach in the literature to solve the QSAP, and there are also some studies on polynomial algorithms, heuristics, and lower bounding methods for special cases of the QSAP. We refer the reader to Saito et al. (2009) and the references therein for more details.
4.1.1. Reformulation. We reformulate the QSAP as the general model (7)-(8). To this end, without loss of generality, we assume that every server $j$ is a center of a star-shaped subgraph $s$. So, the binary variable $\lambda_{s}$ corresponds to selecting this star. We define parameter $B_{j s} \in\{0,1\}$ to indicate if server $j$ is the center of star $s$ or not, the parameters $D_{i s} \in\{0,1\}$ to identify if client $i$ is included in star $s$, and $D_{e s} \in\{0,1\}$ to denote whether edge $e$ belongs to star $s$ or not. The out-ofstar interactions in the QSAP result in a quadratic reformulation, so based on the notation given above, and according to the formulation (9)-(13), the linearized RMP can be expressed as follows:

$$
\begin{equation*}
[\mathrm{RMP}-\mathrm{QSAP}]: \quad \min \sum_{s \in \bar{S}} C_{s} \lambda_{s}+\sum_{(e, f) \in \mathcal{E} \backslash \mathcal{A}} q_{e f} y_{e f} \tag{17}
\end{equation*}
$$

$$
\begin{align*}
& \text { s.t. } \sum_{s \in \bar{S}} B_{j s} \lambda_{s} \leq 1 \quad \forall j \in H  \tag{18}\\
& \sum_{s \in \bar{S}} D_{i s} \lambda_{s}=1 \quad \forall i \in N  \tag{19}\\
& \sum_{s \in \bar{S}} D_{e s} \lambda_{s}=x_{e} \quad \forall e \in A  \tag{20}\\
& (x, y) \in \mathcal{P}(x, y)  \tag{21}\\
& 0 \leq x_{e} \leq 1 \quad \forall e \in A  \tag{22}\\
& y \in \mathbb{R}_{+}^{|(e, f) \in \mathcal{E} \backslash \mathcal{A}|}  \tag{23}\\
& \boldsymbol{\lambda} \in[0,1]^{|\bar{S}|} \tag{24}
\end{align*}
$$

where $y_{e f}$ are the linearization variables. Constraints (18) impose that at most one star can be chosen among all the stars centered at $j$. Constraints (19) are the set partitioning linking constraints, which impose that each client must be included in exactly one star. Constraints (20) are the linking constraints and enforce that if an edge is selected in an optimal solution, then it has to be included in only one selected star.
4.1.2. Column Generation. Starting from a subset of stars $\left(\left\{s \mid \lambda_{s}=1\right\}\right)$ which are feasible with respect to the constraints of the reformulation as initial columns, the algorithm solves the [RMP-QSAP] restricted to the current set of stars in each iteration. The corresponding dual solutions construct one pricing subproblem for each server $j \in H$, which aims to find a star related to $j$ with the minimum reduced costs. In the next iteration of the algorithm, these stars are added to [RMP-QSAP] as the new columns to possibly improve the objective value of the master problem. The algorithm terminates when there are no more columns with a negative reduced cost to be added.

Let $\pi_{j}, \rho_{i}$, and $\gamma_{i j}$ be the dual solutions corresponding to constraints (18)-(20), respectively. For each server $j$ we consider a set of incident edges to that server. Therefore, we can use them to rewrite the dual solutions $\gamma_{i, j}$ as $\gamma_{e}$, where $e=\{i, j\}$. In addition, $\rho_{i}$ is not dependent on $j$, and is fixed for all star centers, so we use $\rho_{e^{\prime}} e=\{i, j\}$ instead of $\rho_{i}$ in our formulation to keep it consistent with the rest of the terms.

The star with minimum reduced cost can be found by solving the following pricing subproblems on graphs, one for each server $j$ :

$$
\begin{align*}
\min & \sum_{e \in \delta(j)}\left(c_{e}-\rho_{e}-\gamma_{e}\right) z_{e}+\sum_{e, f \in \delta(j)} q_{e f} z_{e} z_{f}-\pi_{j}  \tag{25}\\
\text { s.t. } & z_{e} \in\{0,1\} \quad \forall e \in \delta(j) \tag{26}
\end{align*}
$$

where binary decision variable $z_{e}, e=\{i, j\}$ indicates if client $i$ is part of the star centered at server $j$.

### 4.2. AQSAP

In this section, we consider a special class of the QSAP in which the quadratic costs are restricted to the adjacent edges only. Consider the QSAP of assigning $n$ clients to $h$ servers, this time in a distributed processing system. If client $i \in N$ is assigned to server $j \in H$, the required processing time $c_{i j}$ is computed based on the processing speed of the server and the client's demand. In this type of problem, where multiple clients are assigned to the same server, there is no predefined priority and the order of processing the requirements is unknown. In this situation, every client $i \in N$ aims to minimize the worst-case completion time. Hence, the completion time of client $i$ is set to $C T_{i}=\sum_{j \in H} x_{i j} \sum_{k \in N} c_{k j} x_{i j} x_{k j}$, where the binary variable $x_{i j}=1$ indicates assigning client $i$ to server $j$ (Drwal 2014). The goal in this problem is obtaining an assignment to minimize the total completion time for all clients, $\sum_{i \in N} C T_{i}$. According to the definitions presented in Section 4.1 and considering edge $e=\{i, j\}$ and $f=\{k, j\}$, the objective function of this problem on the graph $G$ is

$$
\begin{equation*}
\min \sum_{e \in A} c_{e} x_{e}+\sum_{(e, f) \in \mathcal{A}} q_{e f} x_{e} x_{f} \tag{27}
\end{equation*}
$$

where the constraints of the problem are the same as (15) and (16) and the equation below holds:

$$
\begin{equation*}
q_{e f}=c_{e}+c_{f} . \quad \forall(e, f) \in \mathcal{A} \tag{28}
\end{equation*}
$$

This formulation is valid for all assignment problems in which multiple clients compete for a single machine and each assigned client has to undergo the completion time of the machine. This problem includes a large class of the QSAP, although the structure of its quadratic matrix narrows it down to the class of problems described in Section 2. We
denote this problem by AQSAP in the rest of the paper. Note that the explanations provided here are based on an application of AQSAP for clarity. Nevertheless, AQSAP is a general problem and can be applied in various applications such as specialized variants of scheduling and selfish resource allocation on the internet. We observe two fundamental properties of the current problem: (i) similar to the QSAP, the linear costs for the edges which are not covered by stars are zero, and (ii) the nonadjacent edges do not interact with each other. Therefore, there are no out-of-star interactions between edges in the AQSAP, which in turn leads to the following reformulation:

$$
\begin{array}{ll}
\min & \sum_{s \in S} C_{s} \lambda_{s} \\
\text { s.t. } & \sum_{s \in S} B_{j s} \lambda_{s} \leq 1
\end{array} \quad \forall j \in H \quad \forall \quad \forall i \in N
$$

In this case, the reformulation is linear and CG is directly applicable. In order to solve the reformulation with CG, the pricing subproblem on graphs for every star center $j$ can be written as

$$
\begin{align*}
\min & \sum_{e \in \delta(j)}\left(c_{e}-\rho_{e}\right) z_{e}+\sum_{e, f \in \delta(j)} q_{e f} z_{e} z_{f}-\pi_{j}  \tag{33}\\
\text { s.t. } & z_{e} \in\{0,1\} \tag{34}
\end{align*}
$$

where $\pi_{j}, j \in H$, and $\rho_{i}, i \in N$ are the optimal duals associated with constraints (30) and (31), respectively, and we transfer them on the edges incident to $j$. Similar to the QSAP, here we end up with a UBQP pricing subproblem. Implementation details of the CG approach, and extensive computational experiments to find dual bounds, are provided in Section 5.

### 4.3. Multiple Object Tracking

MOT and, more specifically, multiple person tracking are a well-known application in computer vision that aims to track multiple objects (people) in a sequence of video frames. MOT is associated with a variety of applications like selfdriving cars, human-computer interaction, security and video surveillance, sports analysis, some games like Microsoft Kinect, traffic analysis, etc. (Emami et al. 2018, Shen et al. 2018). Despite recent developments in this area, it is still a very challenging task because of occlusion and scene cluttering. As a result of the advancement of object detection technologies, detection-based methods are the most dominant techniques in MOT (Tang et al. 2017, Shen et al. 2018). MOT consists of three main components: (i) detecting the objects, in which a person detector is utilized for each individual frame to find the potential locations of all the people; (ii) affinity, or score estimation, which demonstrates how likely detections are related to a single identity; and (iii) data association, in which these hypotheses are linked across the frames based on the estimated scores to form tracks (Henschel et al. 2018).

In general, whereas object detection and score determination are deep learning tasks, data association is a combinatorial optimization problem. Once the detections and their unary and pair-wise scores are computed, they are given as inputs to the data association problem to generate the associated tracks. In the context of MOT, a sequence of frames (from $t_{0}$ to $t_{3}$ ) of a scene containing a few objects (such as people) is depicted in Figure 2. These potential objects are identified as a priori through the use of a machine-learning-based object detection method which provides a list of potential objects and the likelihood scores associated with them. This list and the detection scores are then used as the inputs in the optimization model. The detected objects are represented by circles and cross marks in this figure where the detection scores produced by the detection algorithm are included as a part of the linear and quadratic costs in the

Figure 2. Graphical Representation of a Solution of the Data Association in MOT Applied to Detections of Four Video Frames


MOT model. This figure represents the results of the data association step. In this step, an optimization model is solved to determine the set of detections that belong to the same object across multiple frames based on the cost parameters. The figure shows that, after solving the optimization model, the solution indicates four tracks (people) which are depicted by connecting lines in the figure and two false detections, represented by cross marks. As shown in Figure 2, two of the objects are captured in all four frames while one of the objects moves through frames $t_{0}$ to $t_{2}$ and the other object moves only from frame $t_{2}$ to the last frame.

Data association algorithms can be categorized as online or offline algorithms (Emami et al. 2018). Here we consider the offline data association case.

Essentially, a data association problem can be modeled with respect to a graph $G=(V, E)$. A detection $i \in N$ is represented by a node in this graph. We consider another set of nodes $H=\{1,2, \ldots, h\}$, which are dummy nodes related to the tracks (target people). $h$ is an upper bound (UB) on the number of target people in the video, which is predefined as an input. More precisely, we define the graph where the vertex set $V$ consists of all detections, that is, potential bounding boxes of potential candidates of people $N$ in a video sequence and all possible tracks (target people) H . Similar to Section 2, consider $A$ as a subset of edges $E$ which are incident in a node in $H$. Therefore, edge $e=\{i, j\} \in A$ denotes a possible linking of a detection to a track (person).

Given $T=\{1,2, \ldots, \mathcal{T}\}$ as the set of all frames, each detection $i$ belongs to a frame $t \in T$. We introduce two other subsets of edges based on our definitions in Section 2.1: $\delta(i) \subseteq A$ is a subset of edges in $A$ incident to node $i$ and $\delta^{t}(i)$ is a subset of $\delta(i)$ when the edges stem from the frame $t$.

Each edge $e=\{i, j\} \in A$ has a cost $c_{e} \in \mathbb{R}$ defined via a logit function and reflects the likelihood of detection $i \in N$ being a correct detection. This cost is called unary cost in the computer vision literature (Henschel et al. 2018). Unary cost is fixed for each detection $i$ and is not dependent on tracks. For every pair of edges $(e, f)$ which are incident in a node in $H$, a pair-wise cost $q_{e f} \in \mathbb{R}^{m \times m}$ is to be paid. Note that the interaction between edges $e$ and $f$ is nonzero if, and only if, the detections $i \in N$ and $k \in N$ are assigned to a distinct track. Pair-wise cost identifies how likely it is that two detections belong to the same person. The probabilities which determine the costs are inferred based on detection scores. There are several ways to estimate these score terms from the geometry features, color histogram, appearance, and other features related to the image data. Considering $p$ as this probability, the quadratic cost is computed as $\log (1-p) / p$, so depending on the unary and pair-wise probabilities, the costs can be negative, positive, or zero, resulting in nonconvexity of the problem (Dehghan and Shah 2017, Henschel et al. 2018).

Similar to the model presented in Henschel et al. (2018), the MOT data association problem to minimize the total cost of labeling is expressed as

$$
\begin{array}{lll}
\min & \sum_{e \in A} c_{e} x_{e}+\sum_{(e, f) \in \mathcal{A}} q_{e f} x_{e} x_{f} & \\
\text { s.t. } & \sum_{e \in \delta(i)} x_{e} \leq 1 & \forall i \in N \\
& \sum_{e \in \delta^{t}(j)} x_{e} \leq 1 & \forall j \in H, \quad \forall t \in T \\
& x_{e} \in\{0,1\} & \forall e \in A \tag{38}
\end{array}
$$

where constraints (36) are needed to mandate that more than one track assignment is not possible for every detection $i$. Constraints (37) restrict the model to select at most one detection associated with each track inside every frame.

Although the BQP model from Henschel et al. (2018) contains only constraints (36), different types of potential side constraints can be added to this primary model. These constraints can be formulated based on prior knowledge or hypotheses associated with the scenes that video frames come from, the types of cameras taping the frames, or the features of the object detector as well as other constraints based on the prior knowledge with respect to the objects in the scenes (Assari et al. 2016, Dehghan and Shah 2017). The goal here is to input possible additional knowledge associated with the scenes, detections, and other available information as the constraints to the model. Thus, the obtained tracks will be more accurate with respect to the ground truth. In this study, based on the assumption of using only one detector (body detector) and having one detection per person as inputs to the problem, we append the frame constraints in (37) to the basis model from Henschel et al. (2018), guaranteeing that no two detections inside a frame are associated with the same person.

There are a few works in the literature on object tracking which are related to our modeling and solution method. Leal-Taixe et al. (2012) study the problem of tracking multiple objects across multiple cameras. Their LP minimum cost flow formulation of the problem has block structural properties, and they explore the results using a branch-and-price algorithm. Wang et al. (2017) model the MOT problem through an ILP and suggest using CG for MOT and solving the associated pricing subproblem with dynamic programming. They consider a pool of constructed tracklets (short tracks
along with a few frames) as input for their model and choose an optimal among them based on DP. However, in this study, we deal with the quadratic interactions between many detections simultaneously.
4.3.1. Reformulation. To reformulate the problem as the general star-based model, (7)-(8), we identify each track $j$ as the center of a possible star $s$. According to the definition of the problem, the pair-wise costs of MOT correspond only to the pairs of edges associated with the same person, meaning that if the edges are adjacent in $H$, their corresponding quadratic cost is nonzero and otherwise it is zero. Therefore, we can exploit the special structure of the adjacent-only class in this problem. Moreover, because the $\operatorname{cost} c_{e}$ is zero for the edges that are not incident to nodes in $H$, the objective function of our reformulation is reduced to the cost of stars. Thus, the star-based reformulation of MOT is given below:

$$
\begin{array}{rll}
\text { [RMP-MOT]: } \quad \text { min } & \sum_{s \in \bar{S}} C_{s} \lambda_{s} \\
\text { s.t. } & \sum_{s \in \bar{S}} \lambda_{s} \leq h \\
& \sum_{s \in \bar{S}} D_{i s} \lambda_{s} \leq 1 \quad \forall i \in N \\
& \boldsymbol{\lambda} \in[0,1]^{|\bar{S}|} & \tag{42}
\end{array}
$$

The star-based model for LP relaxation of MOT consists of one star-only constraint (40) enforcing the maximum number of tracks, and one set of coupling constraints (41) to impose labeling every detection with at most one track.
4.3.2. Column Generation. The CG process starts from an empty set of feasible stars where we solve a pricing subproblem for each person $j \in H$ as a star center. Let $\pi$ and $\rho_{i}, i \in N$, be the optimal solutions of dual variables associated with constraints (40) and (41), respectively, and by transferring the definition of $\rho_{i}$ to the edge $e=\{i, j\}$, we rewrite it as $\rho_{e}$. We further define binary variable $z_{e}=1$ when edge $e$ is selected in the star and $z_{e}=0$ otherwise. Given this, the pricing subproblem corresponding to center $j \in H$ is as follows:

$$
\begin{array}{llc}
\min & \sum_{e \in \delta(j)}\left(c_{e}-\rho_{e}\right) z_{e}+\sum_{e, f \in \delta(j)} q_{e f} z_{e} z_{f}-\pi \\
\text { s.t. } & \sum_{e \in \delta^{t}(j)} z_{e} \leq 1 & \forall t \in T \\
& z_{e} \in\{0,1\} & \forall e \in \delta(j) \tag{45}
\end{array}
$$

where constraint (44) restricts each star to select a maximum of one detection per frame.
Note that this CG process requires only one subproblem to be solved at each iteration. This is because neither linear nor quadratic costs are dependent on the star centers; the centers can be realized identically. More specifically, suppose that $j, l \in H$ are possible star centers (tracks) and $i, k \in V \backslash H$ are the detections. The quadratic interaction between $e_{1}=$ $\{i, j\}$ and $f_{1}=\{k, j\}, q_{e_{l, f 1}}$ is equal to the quadratic interaction between $e_{2}=\{i, l\}$ and $f_{2}=\{k, l\}, q_{e f_{2}}$.

We remark that the pricing subproblem in this case is a constrained BQP problem. The implementation details are provided in Section 5.

## 5. Computational Experiments

In this section, we provide a rigorous experimental study to evaluate our suggested framework on test instances of the quadratic semi-assignment, the adjacent-only variant of the QSAP, and MOT in terms of dual bound and computing time. The generated data sets and results related to all experiments are available on GitHub. ${ }^{1}$ We attempt to answer these fundamental questions through our experiments: How effective and applicable is the star-reformulation on other adjacent-only problems like the AQSAP and MOT? To what extent is employing the cost-splitting framework worthwhile for a BQP problem like the QSAP? And for each of the selected problems, which type of formulation performs better?

To answer these questions, we compare the star-reformulation, the cost-splitting, and the CG framework with both SLT and RLT as the two most commonly used methods in the literature of BQP. For the QSAP and the AQSAP, we also compare our results with the most effective exact method proposed (Rostami et al. 2023). GUROBI version 9.0.1 is chosen as our benchmark MIP solver, and we also solve the BQP models directly using GUROBI. Note that, through the CG procedure, we consider various possible reformulations which result in different pricing subproblems (i.e., BQP and different linearizations). This leads to different reformulations and solution strategies to solve the original

BQP models which can be implemented and solved by a commercial solver like GUROBI. We consider a time limit of three hours to solve each instance.

For the sake of comparison, the root node dual bound of the RMP is selected as a reliable indicator to be compared with the solver dual bound. Yet, the dual bound is not the only measure of efficiency; we single out the computation time needed to complete the CG process in the root node and for GUROBI to solve the problem.

We compare the trade-off between computation time and the quality of the dual bound using the methodology of performance profiles (Dolan and Moré 2002, Bergner et al. 2015) in the related section of each problem. The profile plot shows the cumulative distribution function (CDF) of the ratio of the time taken by each method to solve each problem or the bound obtained by each method to the best acquired time or bound among all the approaches for that problem. These two criteria are described below in more detail:

- Dual bound performance profile: The first set of graphs is based on the dual bound quality regardless of the time required to compute that bound. For each instance and each method, we compute the ratio between the dual bound of each method and the best bound among them. The horizontal axis reports this ratio; thus, the vertical axis corresponds to the fraction of instances with at least this ratio of bound performance displayed for each method. A large value is considered for the ratio where the method could not provide any dual bound for an instance within the time limit.
- Time performance profile: The second type of graph is generated based on the time needed to obtain the best dual bound. In this analysis, for each instance, we first find the best dual bound among all the dual bounds obtained by different methods. Then, for every method which yielded the best dual bound, we consider the ratio between the time required by that method to attain the best dual bound and the shortest time among all of them. This ratio provides the performance index in the horizontal axis. We report the fraction of instances with a maximum of a specific time ratio in the vertical axis. A large value is assigned to the ratio where the method is not able to achieve the best dual bound for an instance. Before moving on, let us make the following remarks:
Remark 1. For each method, the probability that the method will win over the rest of the methods is defined by the fraction of instances with the best performance (Dolan and Moré 2002). Hence, we refer to the ratio of instances with the performance equal to one as the number of wins of the associated method.
Remark 2. When running the CG algorithm, we do not have to wait until the termination of the CG procedure to obtain a valid lower bound. If the CG procedure could not converge in our desired time, we have information about the intermediate quality of the dual bound in each iteration at the expense of slightly more computations (Lübbecke and Desrosiers 2005). Nonetheless, to attain an exact dual bound, we must solve the pricing of that iteration to optimality.
Remark 3. Primal bounding methodologies are beyond the scope of the current study; thus, we do not embed the CG procedure in a branch-and-bound tree. However, we compute primal bounds by applying a trivial heuristic to the solutions of the CG for each instance of the problem. In this heuristic, we solve the IP model for the master problem of the last iteration where all available columns are considered as binary variables. In Online Appendix C, we discuss the obtained upper bounds in more detail.

Remark 4. The reported computation time for the experiments is comprised of the time to attain both LB and UB.

Remark 5. It is well accepted that difficulties in proving optimality may appear when column generation is solving a degenerate, large-scale problem. In addition, dual variables may oscillate from a good one to a much worse one, deriving the same value for many iterations of the CG (Amor et al. 2004, Desaulniers et al. 2006). Computational experiments show that it is possible to alleviate these effects using stabilization techniques such as dualoptimal inequalities and stabilized column generation algorithms. In this study, we implemented BoxPen, in-out separation, and interior-point stabilization techniques (Du Merle et al. 1999, Ben-Ameur and Neto 2007, Rousseau et al. 2007). Because these methods need tuning of several parameters and our main focus is on the application of the standard CG algorithm, further specialized CG enhancements and tuning procedures for specific problem structures were not thoroughly investigated. Our computational results demonstrate improvements in some CG experiments, but not for all of them. Thus, we have decided to keep the unstabilized results in our reports. However, one can test different techniques to accelerate the CG algorithm to solve the proposed starreformulation and cost-splitting in an arbitrary application.

All the algorithms and models were implemented in the Python programming language. They were performed on a shared cluster with a four-core, $3.05-\mathrm{GHz}$ processor and 128 GB RAM running under Linux 7.8. In the following sections, we present the test instances, parameter settings, and computational results for the data
association in MOT and both versions of the QSAP. The instance-by-instance tables in Online Appendix B provide more details on the results of each problem.

### 5.1. QSAP and Adjacent-Only QSAP Experiments

Instances in the literature that can be used for the QSAP experiments are very limited, and many papers rely on data instances that were randomly generated (Silva et al. 2021, Rostami et al. 2023). More importantly, because our main objective was to investigate the instances with varying cost structures, we generate random instances for QSAP, introduced in Section 4.1, where the processing cost $c_{i j}$ for assigning a client $i$ to a machine $j$ is computed as $d m_{i} \times p r_{j}$. The client unit of demand for processing $i$ is identified by $d m_{i}$, whereas $p r_{j}$ indicates the required time for processing a unit in machine $j$. They are randomly generated over $(0,100)$ and $(0,10)$, respectively, from uniform distribution. We carry out our experiments considering different combinations of parameters $n \leq 50$ and $h \leq 14$, because in practice $h$ is smaller than $n$. To investigate the impacts of the sparsity and structure of the quadratic matrix on the performance of the cost-splitting framework, we run the experiments on five randomly generated data sets with different sparsity of the quadratic matrices, each comprised of 41 instances. We embark on our experiments using an adjacent-only QSAP data set and adding out-of-star interactions incrementally to observe the effects. Indeed, the quadratic matrix of the first problem consists of in-star interactions only, whereas the next problems include $10 \%, 15 \%, 20 \%$, and $25 \%$ out-ofstar interactions, respectively, in addition to the in-star interactions. We should take into account that, in the real-life applications of BQP, the quadratic matrix is mostly very sparse (Furini et al. 2019). Therefore, adding just $10 \%$ out-ofstar interactions on top of the in-star interactions results in a fairly dense quadratic matrix. Data generated by altering parameters $n$ and $h$ are defined in the QSAP-associated tables in Online Appendix B.

As mentioned in Section 4.1, the pricing subproblems (25) and (33) are unconstrained BQP problems. In order to heuristically solve these subproblems, we employ an open-source solver, qbsolv (Booth et al. 2017). Based on divide and conquer and dynamic programming, the solver partitions the problem into multiple subproblems and solves them using a tabu search algorithm. When the heuristic solver fails to find an improving column to add, we switch to an iteration of an exact method. In addition, as mentioned before, to retrieve information on the intermediate dual bounds, either the pricing has to be solved to optimality or a valid lower bound on the optimal reduced cost must be available. Hence, we apply a hybrid strategy to solve the pricing subproblem in which, after calling qbsolv for a fixed number of CG iterations, it switches to an exact method (branch-and-bound) for one iteration. In the exact iteration, either the BQP formulation of the subproblem or the linearized version is solved by GUROBI. We chose the standard linearization technique to construct the set $\mathcal{P}(x, y)$ in constraints (21). The concept of the standard linearization is presented in Online Appendix A.

As mentioned earlier, the RLT is, in general, the most effective linearization approach to provide tight bounds for the QSAP in the literature (Billionnet and Elloumi 2001, Schüle et al. 2009). Therefore, we compare the results of our reformulation with the results of GUROBI applied to the RLT model of the QSAP as well as the SLT model of the QSAP. To investigate the effectiveness of the proposed reformulation, we also implement the reformulation and outer approximation suggested in Rostami et al. (2023) for a class of BQP problems including the quadratic semi-assignment and report the results on the same instances. A brief description of the different reformulations and methods used to solve instances of the QSAP and the AQSAP is provided here.

BQP: The BQP model (14)-(16) solved by GUROBI.
SLT: Linearized reformulation (using SLT) of the BQP model (14)-(16) solved by GUROBI.
RLT: Linearized reformulation (using RLT) of the BQP model (14)-(16) solved by GUROBI.
OuterApproximation: Convex reformulation and outer approximation (Rostami et al. 2023) applied to the BQP model (14)-(16) solved by GUROBI.
$C G+B Q P$ Pricing: CG algorithm for the model (17)-(23) where the UBQP pricing is solved by GUROBI.
CG+SLTPricing: CG algorithm for model (17)-(23) where the standard linearization of the pricing subproblem is solved by GUROBI.

CG+HeuristicBQPPricing: CG algorithm for model (17)-(23) where the UBQP pricing is solved by using the hybrid heuristic method described above.

CG+HeuristicSLTPricing: CG algorithm for model (17)-(23) where the UBQP pricing is solved using the hybrid heuristic in which the exact iteration solves the standard linearized pricing subproblem by GUROBI.

Note that, although we use GUROBI to solve all the models obtained in different methods, in the rest of the work, we refer only to SLT, BQP, and RLT as GUROBI methods for the sake of simplicity.

Figures 3-7 show the results of all methods in terms of performance profile for both the AQSAP and the QSAP. In each figure, the left diagram compares all GUROBI, CG, and OuterApproximation methods in terms of dual bound performance, whereas the right one gives the time performance comparison of the methods. According to the description provided for the dual bound performance profile, the dual bound ratio is between zero and one for this

Figure 3. (Color online) Performance Profiles for AQSAP Instances


Notes. (a) Dual bound performance profile. (b) Time performance profile.
application. However, the diagrams on the right-hand side corresponding to time performance always consist of performance ratios that are greater than or equal to one. Clearly, for both bound and time performance profiles, a method with a larger fraction of instances with a ratio closer to one is preferable.
5.1.1. AQSAP Results. The results for the AQSAP instances are given in Figure 3. According to the LB performance analysis in Figure 3(a), CG hybrid methods have the most wins in terms of providing the best LB ( $83 \%$ and $80 \%$ for the CG+HeuristicBQPPricing and the CG+HeuristicSLTPricing, respectively) among all the methods, though the CG + BQPPricing outperforms the hybrid methods in a few quantiles. For instance, all the instances are solved by the CG+BQPPricing to $90 \%$ of the best LB, whereas only $95 \%$ of them could reach this ratio when solved by the CG+HeuristicPricing. We also observe that in general, GUROBI solves the BQP model ( BQP ) slightly better than it solves the linearization models (SLT and RLT). If we seek a method that can achieve at least $20 \%$ of the best LB, then all of the tested methods achieve this. However, if we increase the requirement to $40 \%$, we can observe that all the CG methods perform better than the non-CG GUROBI methods and the OuterApproximation method. Finally, in looking for a method with $100 \%$ performance, the CG+HeuristicBQPPricing is the best choice.

Figure 4. (Color online) QSAP—10\% Out-of-Star Density


Notes. (a) Dual bound performance profile. (b) Time performance profile.

Figure 5. (Color online) QSAP—15\% Out-of-Star Density


Notes. (a) Dual bound performance profile. (b) Time performance profile.
The next analyses are related to computing time. The time performance profile in Figure 3(b) shows that the best time to find the best LB for almost $50 \%$ of instances belongs to the CG+HeuristicBQPPricing method. It also demonstrates the superiority of this method in all other quantiles. Comparing all the methods together, the GUROBI methods and the OuterApproximation method are inefficient at finding the best LBs, where the best of them in terms of time (the OuterApproximation method) provides the best time in only $7 \%$ of the cases. As another example to illustrate the superiority of CG methods, consider that, using the SLT method, only $15 \%$ of instances and, using the BQP, only $12 \%$ of instances could converge to the best LB within two orders of magnitude of the best time.

Looking at both graphs simultaneously confirms the superiority of the CG-based methods over the GUROBI and the OuterApproximation methods, with a large gap for almost all intervals. Likewise, comparing the different methods of CG indicates that, as theory suggests, combining heuristics and exact methods to solve the pricing problems improves the results in terms of both computing time and LB for most of the instances.
5.1.2. QSAP Results. The results for the QSAP instances are shown in Figures 4-7, where to increase the density of the quadratic matrix, we add more out-of-star interactions to the AQSAP each time to generate our data sets.

Figure 6. (Color online) QSAP—20\% Out-of-Star Density


Notes. (a) Dual bound performance profile. (b) Time performance profile.

Figure 7. (Color online) QSAP-25\% Out-of-Star Density


Notes. (a) Dual bound performance profile. (b) Time performance profile.

Considering the graph in Figure 4(a), where we have only 10\% out-of-star interactions (quadratic costs), the overall interpretation of the results is very similar to adjacent-only QSAP. The CG+HeuristicBQPPricing has the greatest number of instances with the best LB among all the methods (44\%); however, this time the CG+BQPPricing outperforms the hybrid counterpart in more intervals compared with the AQSAP. The performance of the GUROBI methods and the OuterApproximation is almost the same as before. The BQP and the OuterApproximation methods are superior to the other GUROBI methods, although they still have a huge LB performance gap compared with all the CG methods.

Nevertheless, in the next LB performance profile represented in Figure 5(a), all GUROBI methods and the OuterApproximation outperform CGs in the interval $[0.95,1]$. Comparing the CG methods with one another in this figure demonstrates that the CG methods with exact pricing generally outperform heuristic pricing methods. Considering this figure and the next LB performance figures, Figures 6(a) and 7(a), the number of wins for the GUROBI and the OuterApproximation methods is more than for CG methods. Indeed, adding more out-of-star interactions incrementally to the data sets in Figures 6(a) and 7(a) results in enhancing the performance of the GUROBIs and the OuterApproximation method. However, even for the densest quadratic matrix in Figure 7(a), the CG methods still outperform non-CG methods in some quantiles. For example, we can observe the superiority of both CG+BQPPricing and CG+SLTPricing to GUROBI methods when a ratio smaller than $70 \%$ is considered and to the OuterApproximation method when the ratio is smaller than $60 \%$. An overview of LB performance profiles for all of the data sets in the QSAP demonstrates that CG methods are more robust because they can achieve satisfactory LB performance for most of the instances, whereas if we need higher LB ratios, we aim to use GUROBI and the OuterApproximation. For instance, in the case of $20 \%$ out-of-star density and for a minimum requirement of $60 \%$ LB performance, we would opt for the CG+BQPPricing as all the instances reach this ratio of the best bound when they are solved using this method. In contrast, the best non-CG method, the OuterApproximation, satisfies this requirement in only $90 \%$ of the problem instances. Assessing non-CG methods, the plots suggest increasing the performance of both RLT and the OuterApproximation compared with BQP and SLT by adding more out-of-star costs, to an extent that they outperform BQP and SLT in most of the quantiles in Figure 7(a).

The second analysis is related to the time performance profiles. As shown in Figure 3(b), all CG methods perform better than GUROBI methods in all quantiles when it comes to AQSAP. Starting from the plot associated with time performance in Figure 4, when we add out-of-star interactions, the GUROBI methods and the OuterApproximation move upside of the figure and get closer to the CG methods. This is because the speed of the GUROBI and the OuterApproximation methods increases when the instances consist of some out-of-star interactions in addition to the in-star interactions. However, still, in Figure 4(b), most wins belong to CG methods. Starting from Figure 5(b), SLT, RLT, and BQP methods outperform all CG methods in all quantiles. Comparing non-CG methods together, similar to the LB analysis, the OuterApproximation outperforms the GUROBI methods in terms of time and it is superior even when we add more out-of-star costs.

It is interesting to note that, based on the last vertical lines of Figure 4(b), around $47 \%$ of the instances could not obtain the best LB when they are solved by the best CG method (CG+HeuristicBQPPricing), whereas this number is $57 \%$ for the best GUROBI method and the OuterApproximation method. Although inefficiency at finding the best LB increases for CG methods by adding more out-of-star costs, GUROBI methods can reach the best lower bound for more instances, in denser matrices, because of their speed improvement. Regarding the vertical lines for the BQP method in Figures 5(b) and 6(b), our interpretation is that this method could not obtain the best LB in the time limit for more than $35 \%$ of instances, whereas it obtained the best LB in the best time for the other $65 \%$ of instances. Moreover, it is observed that as often seen in the literature, CG methods with exact pricing are slower than their hybrid counterparts for all instances of adjacent-only problems. Nonetheless, the advantages of using the hybrid methods are weakened for more dense quadratic matrices. As an example, Figure 7(b) shows that the CG+HeuristicBQPPricing method outperforms the CG+BQPPricing in only $4 \%$ of the cases in terms of time performance. Looking at the trend in all of the time performance profiles in Figures 4(b)-7(b), we observe that the GUROBI methods and the OuterApproximation method generally outperform CG methods when the quadratic cost matrix of the QSAP is more dense. For instance, in Figure 7(b) where we have 25\% out-of-star quadratic costs, in approximately $63 \%$ of the instances, the best GUROBI method (RLT) is within one order of magnitude with respect to the best time. Nevertheless, when we solve the instances using the best CG method (CG+BQPPricing), only around $18 \%$ of the cases are within this order. However, we should note that, in our time performance analysis, we do not reflect the computing time of the instances which could not obtain the best LB. In an extreme example, suppose that CG stopped in a few seconds with a high ratio of the best LB whereas GUROBI found the best LB in three hours. In this situation, because CG did not yield the best LB , we assign a very large number $(10,000)$ to its time performance. If the GUROBI method is the only one that obtains the best LB, we consider its corresponding time performance equal to one.

Considering both performance profile analyses and the instance-by-instance details of Online Appendix B, it can be deduced that the star-based reformulation and CG, even with a basic implementation, outperform GUROBI in terms of computing time and LB for all the instances of the AQSAP. Additionally, in a large number of the instances, given a heuristic solution for the optimal value, optimality can be proved in the root node for this problem. By evaluating the general QSAP, the performance of the cost-splitting framework is reduced by augmenting the out-of-star quadratic matrix, and it might not be highly effective when the matrix is fairly dense. It should be noted that, because the majority of real applications of the BQP consist of sparse quadratic matrices (Furini et al. 2019), 10\%-25\% out-of-star interactions in addition to in-star interactions provide the proper condition to investigate the effects of having dense matrices in our proposed reformulation.

One notable remark is that, although the performance of the CG methods appears to deteriorate when solving the instances with more out-of-star costs, their performance in solving larger instances is still generally good. The results shown in instance-by-instance tables in Online Appendix B suggest that for the majority of large instances, the CG methods generally provide the best bounds when the time limit is reached. In this case, the GUROBI and OuterApproximation methods' dual bounds are relatively weak. In practice, we may choose CG methods over non-CG methods for even denser quadratic matrices. For example, when we have $15 \%$ out-of-star density, all the instances solved by the CG+BQPPricing provide an overall LB with the ratio of at least $80 \%$ of the best LB, whereas this ratio is $30 \%$ when using the best GUROBI method, BQP. Although GUROBI and OuterApproximation methods can solve small instances quite efficiently and obtain the best bounds, they still have a huge optimality gap when solving large instances after three hours. On the other hand, although CG methods are not able to converge to the best LB in many cases, they obtain a rather strong LB compared with the other methods in the majority of the instances which were not solved to optimality within the time limit.

### 5.2. MOT Experiments

For the MOT data association problem, we perform our tests based on a well-known benchmark, the MOT challenge data sets (Milan et al. 2016). Our tests are performed on different instances from the same video sequence (MOT16-09) of this benchmark and produce instances by altering the input parameters in the sequence. These parameters include the number of frames in the video $(\mathcal{T})$, the maximum number of tracks ( $h$ ), and the maximum number of considered adjacent frames $(d)$. Trivially, the estimated upper bound $h$ has to be increased by enlarging the number of investigated data frames to avoid missing a track of any person in a real case. However, one has to consider the effects of this parameter on the growth of the problem size in the preestimation. In addition, we set the quadratic cost of two nodes that are more than $d$ frames apart to zero in our implementation. We alter this parameter to demonstrate its influence on enlarging the quadratic matrix and problem size and generating various instances. The majority of the data set configurations in this section are based on Henschel et al. (2018).

It is worth noting that to be able to compare two entire MOT algorithms, the detection of objects and the precision of estimating unary and pair-wise costs, which are normally obtained using deep learning techniques, are very crucial.

However, because in the current paper we aim to compare the proposed reformulation of data association and CG with the results of a MIP solver, computing real accurate costs is beyond the scope of our research. Therefore, although we explore the real detection of the MOT challenge data set, we estimate naive unary and pair-wise costs for these detections based on some basic factors such as the distance between the detections. This method is exploited in several papers in data association. For example, Yarkony et al. (2020) assume that the costs are provided by learning methods and are given to their algorithms.

We should remark that each frame in the MOT16-09 sequence includes 15-25 detections; therefore, the number of decision variables in the represented formulation of (35) is between $15 \times h \times \mathcal{T}$ and $25 \times h \times \mathcal{T}$. To better realize the large scale of the problem, assume we investigate a data instance related to 10 frames of a video sequence consisting of an average of 20 detections in each frame and we aim to track a maximum number of 35 people in the sequence. This instance includes 7,000 decision variables in the represented BQP formulation, which generates a graph of the problem with 235 nodes in total. We show 27 generated instances from the mentioned data set in Tables 11 and 12 of Online Appendix B.

Similar to the semi-assignment problem, here we evaluate the efficiency of the star-based reformulation of MOT compared with the solver. In Section 4.3, we discussed that the pricing subproblem of MOT is a constrained BQP problem. So, we can apply a naturally tighter linearization, RLT, to solve the subproblems in addition to the previously used standard linearization in the QSAP. In Online Appendix A, we clarify this linearization when it is applied to the MOT formulation. Here, the solution methods are briefly introduced:

BQP: The BQP model (35)-(38) solved by GUROBI.
SLT: Linearized reformulation (using SLT) of the BQP model (35)-(38) solved by GUROBI.
RLT: Linearized reformulation (using RLT) of the BQP model (35)-(38) solved by GUROBI.
$C G+B Q P P r i c i n g: ~ C G ~ a l g o r i t h m ~ f o r ~ m o d e l ~(39)-(42) ~ w h e r e ~ t h e ~ c o n s t r a i n e d ~ B Q P ~ p r i c i n g ~ i s ~ s o l v e d ~ b y ~ G U R O B I . ~$
$C G+$ SLTPricing: CG algorithm for the model (39)-(42) where the standard linearization of the pricing subproblem is solved by GUROBI.
$C G+$ RLTPricing: CG algorithm for the model (39)-(42) where the linearized pricing subproblem using RLT is solved by GUROBI.

As discussed in the previous section, we investigate the performance of the methods through two types of performance profiles. Moreover, we report the experimental details for each instance of the problem in instance-by-instance tables in Online Appendix B.

According to the LB performance plot in Figure 8(a), all the CG-based methods outperform their GUROBI-based counterparts in almost all of the intervals. The only exception occurs when it comes to comparing the CG+BQPPricing method with the BQP method. The GUROBI method demonstrates superior performance in almost $20 \%$ of the instances. As we mentioned in the definition of the dual bound performance profile, we assign a large number for the performance ratio when the method fails to provide a valid dual bound for an instance within the time limit. Given that five is considered as a large ratio in our analyses, the figure indicates that in $22 \%$ of the instances, the

Figure 8. (Color online) Performance Profiles for the MOT Problem
(a)

(b)


Notes. (a) Dual bound performance profile. (b) Time performance profile.

CG+BQPPricing could not obtain an LB within the time limit. We identify the dual bound for these instances by "NA" in Table 12 in Online Appendix C. Another remark related to the LB performance graph is that all three CG methods have a number of wins that is equal to or greater than the best GUROBI method (RLT). Evidently, when we apply RLT to solve the pricing subproblem of the CG reformulation, the number of wins is the highest among all the methods with a large gap. Overall, the best method is the CG+RLTPricing, because it obtains the best LB for $96 \%$ of the instances and the worst LB outcome for this method for the rest of the instances is less than 1.25 times the best LB. It should be noted that the negative objective function of the data association problem in MOT is reflected in an LB performance ratio greater than one.

Although according to Figure 8(a) the ratio of the LB obtained by the RLT to the best LB is at most 1.25, Figure 8(b) shows that its computational time is not competitive compared with CGs. More specifically, less than $20 \%$ of the test set is solved by the RLT within two orders of magnitude with respect to the fastest method. Hence, it still outperforms other GUROBI methods. The performance profiles in Figure 8 delineate the superiority of the RLT method. Evidently, when the RLT is directly applied to the BQP formulation (the BQP+RLT method), it outperforms the other GUROBIs. Moreover, when it is used as the method for solving the pricing subproblem of CG (the CG+RLTPricing method), it has better performance than the other CG methods. Considering both LB and time performance, we observe that the CG+RLTPricing not only obtains the best LB in $96 \%$ of the cases but also does so in the shortest time for almost all of these cases. We detail the experiments on dual bound and time, as well as UB and the parameters of the instances, later in the Online Appendix.

Given the instance-by-instance tables in Online Appendix B and the performance analyses, we can infer that the star-based reformulation and the CG methodology computationally outperform the GUROBI solver in obtaining LB for the data association problem in MOT. Moreover, similar to the CG+RLTPricing, which outperforms the RLT, the other CG methods outperform their GUROBI counterparts in terms of both LB and computational time. Evidently, the CG+RLTPricing achieves the best LB in nearly all the cases, and, in the situation where it stops before the time limit, it converges to an optimal solution for the vast majority of instances.

## 6. Conclusion

In this study, we investigated the generalizability and performance of the star-reformulation on a large class of BQP problems, adjacent-only BQP problems. We employed the star-reformulation on two adjacent-only BQP problems with different characteristics: the quadratic semi-assignment problem and the multiple object tracking problem. Moreover, we developed a cost-splitting reformulation framework and solution methodology using column generation for general BQP problems. This framework, based on in-star and out-of-star interaction between pairs of edges in the BQP problem's graph, exploits the quadratic matrix structure. To evaluate the efficiency of our framework, we perform extensive experiments on the QSAP. We compare the lower bound and computing time of the reformulation and CG methods with a state-of-the-art MIP solver on instances of this problem as well as the AQSAP and MOT. According to the proposed framework, the adjacent-only class of problems inherits a special structure of the quadratic matrix which resulted in a huge improvement to solve these problems.

One notable outcome of this study is that, in the adjacent-only class of problems, a basic implementation of the presented framework can already compete with the solver, showing large improvements in terms of both dual bound and computation time. When out-of-star quadratic costs are added to the problem incrementally, the potential of the framework to compete with the solver decreases. Nevertheless, it is interesting to note that even in the case of QSAP with a fairly dense out-of-star quadratic matrix, the cost-splitting and CG methods still obtain promising results for some instances. Particularly in larger instances, where all the tested methods meet the time limit, CG methods outperform the MIP solver in many cases.

A possible future research direction is to explore the possibility of incorporating the proposed framework in a branch-and-bound tree to improve the primal bounds in addition to the dual bounds. Investigating this idea on other BQP problems with different constraint structures (such as the general case of quadratic minimum spanning tree) is another avenue for further research. Alternatively, exploring the star-reformulation idea on more problems in the adjacent-only BQP class such as the adjacent quadratic assignment problem is of interest for future studies. It would also be interesting to explore how effective the cost-splitting technique is on general BQP problems such as the quadratic assignment problem.
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## Endnote
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[^0]:    Notes. Graph on the left: $A=\{a, b, d, e, f, g\}, \mathcal{A}=\{(a, b),(d, e),(d, f),(d, g),(e, f),(e, g),(f, g)\}$. Graph on the right: $A=\{a, b, c, d, e, f\}, \mathcal{A}=\{(a, b),(a, d)$, $(a, e),(a, f),(b, c),(b, e),(b, f),(c, d),(c, e),(c, f),(d, e),(d, f)\}$. Node 1 is specified to motivate a star center candidate.

